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ABSTRACT
The problem of diagnostics of diseases of thyroid gland
is addressed. We divide this problem into two stages. In
learning stage, the database of sonograms with known diag-
nosis is used. In diagnostics stage, the sonogram of person
with unknown diagnostics is taken and the most probable
diagnosis is inferred. The paper uses Bayesian inference
with Gaussian clusters of pattern features. The method
is tested on Hashimoto’s lymphocytic thyroiditis, which is
ideally suited for this approach.
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1 Introduction

The problem of diagnosing diseases of thyroid gland is very
important, because early diagnosis can help in successful
treatment thus improving quality of lives of patients. Fol-
lowing is the situation with Hashimoto’s lymphocytic thy-
roiditis [1]. It is possible to verify it reliably by invasive
fine needle espiration biopsy or an expensive magnetic res-
onance imaging. Cheaper sonogram is harder to evaluate
[2, 3]. The inflammation in the gland changes the struc-
ture of the thyroid tissue. These changes are affecting the
entire gland. Therefore it is likely to be detected by sono-
graphic imaging [4, 5], using pattern recognition. Sono-
graphic imaging is the most widely used diagnostic and
monitoring tool for thyroid gland [4, 6, 5]. Developments
in automatic texture analysis with computers give the pos-
sibility to use image texture analysis methods for medical
diagnosis of various diseases. In this particular case, it al-
lows to use texture properties which may not even be visi-
ble by the eye.

History of using computers for improving interpre-
tation of medical sonographic images began in the mid-
eighties [7, 8]. Studies from eighties also included image
texture analysis of thyroid gland, but limited only to the
comparison of gray-level histograms of different diagnoses.
Another works [9, 10] also localized changes (like tumors
and cysts). Except of our publications [11, 12], there is not

much work published concerning quantitative analysis of
diffuse changes in thyroid gland with a greater number of
subjects or involving texture features other than first-order
ones derived from gray-level histograms. Recent develop-
ments in imaging technology considerably improved the
quality of sonograms, mainly of subsurface organs such
as the thyroid gland, and will facilitate a quantitative as-
sessment of the diffuse processes associated with chronic
inflammations.

2 Description of the diagnostics methods

Diagnostics method described in this paper uses data col-
lected by an experienced physician. Such data consist of
the set of sonograph images belonging to persons with
known diagnosis. These data are used to construct model
in learning stage (Section 2.1). Model constructed from all
available expert data is used in diagnostics stage in order to
give diagnosis from sonograph image obtained from person
with unknown diagnosis.

2.1 Modeling

From each image the region with interior of the thyroid
gland is taken, and only this region is considered. As an
example of interior of thyroid gland, see Figure 1, where
interior is highlighted. The interior of thyroid gland is di-
vided into non-overlapping squares of the size41 × 41, as
illustrated in the Figure 2 and Figure 3. Feature vectors
are calculated from every little square of the size 41x41.
Feature vector is the vector of numbers which characterize
some aspect of the pattern which is present on given im-
age. In our case the most interesting property, which likely
changes in inflamed tissue is the contrast. Therefore Har-
alick’s co-occurance and Muzzolini’s spatial features were
used. Similar set of features is used as in [11, 12, 13]. The
assumption concerning feature vector, is that features con-
tained in this vector carry substantial information about tex-
ture in the original image. This assumption is justified due
to the fact, that presence of Hashimoto’s lymphotitic thy-
roiditis changes consistence of the thyroid gland and this
difference should be detectable by change in pattern in the



Figure 1. Example of sonograph image with highlighted
section of interior of thyroid gland

Figure 2. Dividing interesting region of thyroid gland into
squares

Figure 3. One square from which the feature vector is cal-
culated

sonograph scan.
Feature vectors consist of features, that are calculated

from co-occurance matrices. Number of colors in gray
scale is reduced from 256 to 64. Haralick features are cal-
culated from 12 different co-occurance matrices (4 hori-
zontally, 4 vertically, 4 diagonally). Nine types of Haralick
features for every spatial vector were used. Also, we used
21 Muzzolini spatial features. Whole feature vector consist
of 129 features.

The idea behind the method is that feature vectors of
inflamed and healthy tissue should form different clusters
in the multidimensional feature space (In this case 129-
dimensional space). For modeling in the space of feature
vectors we use Gaussian Mixture Model. Features calcu-
lated for each small image cut are fitted to the Mixture.
Two models are to be constructed. Data obtained from the
healthy tissue are used to construct the model number 1 and
data from the tissue with inflammation are used for con-
structing the model number 2.

For modeling of feature vectorY , we use Gaussian
mixture model:

p(Y ) =
n∑

i=1

αi exp
[
− 1

2 (Y − Yi)T C−1
i (Y − Yi)

]
(2π)

d
2 |Ci|

1
2

(1)

Wheren is order of the mixture,d dimension of vector
Y , | · | denotes determinant of matrix, symbol()T denotes
transposition. Probability density functionp(Y ) is thus
characterized by scalar parametersαi (called weights), vec-
tors Yi (called centers) and positive definite matricesCi,
called covariance matrices, each defined fori = 1, . . . , n.
Another condition is, that

∑n
i=1 αi = 1. Such model is rich

enough to represent data even if it is unevenly clustered.
The method used for estimating parameters

was standard Expectation Maximization (EM) al-
gorithm [14]. Learning set of feature vectors
Y (h)(1), Y (h)(2) . . . , Y (h)(t) was taken and estimates
α̂

(h)
i , Ŷ

(h)
i andĈ

(h)
i are calculated by the iterative process

(upper index ·(h) denotes healthy data or parameters).
Strictly speaking, resulting probability density function
from (1) is now conditioned by data, therefore the model:
p(h)(Y |Y (h)(1), Y (h)(2), . . . , Y (h)(t)) describes healthy
data. Analogically data with Hashimoto’s lymphocytic
thyroiditis are described by probability density function
p(f)(Y |Y (f)(1), Y (f)(2), . . . , Y (f)(t)) with parameter
estimatesα̂(f)

i , Ŷ
(f)
i and Ĉ

(f)
i . Symbolically we can

write p(Y |H) as model for healthy andp(Y |F) for tissue
sample with inflammation.

During estimation, care must be taken to resolve nu-
meric problems correctly. This is important especially with
higher dimension of data and with many samples of data.
Our testing application had about 34000 feature vectors
from 81 subjects in learning set, with feature vector dimen-
sion equal to 129. Numeric issues that must be cared for
are:

Positive definiteness of covariance matrices.This ma-
trix must be calculated in decomposition, we used LD



decomposition. It means thatCi = LT DL, whereD
is positive diagonal,L is lower triangular with ones
on diagonal.

Probability density below machine accuracy.All prob-
ability densities are to be calculated in logarithmic
form. Care must be taken if two quantities in loga-
rithm are to be summed.

Estimation of optimal number of clusters is an inter-
esting question of parameter estimation of Gaussian mix-
ture (1). The more clusters (and biggern) we have, the
more accurately are data modeled. Some kind of Occam’s
razor should be used if this decision is important. We did
not perform any estimation ofn, we just manually set this
parameter to a few different values and compared perfor-
mance. As an optimal compromise between accuracy of
modeling and speed of estimation we decided to usen = 8.

2.2 Inference Step

The task of inference step is to perform classification of
any new sonographic image taken from patient, and infer
whether the thyroid gland is healthy or it is not, based on
model parameters estimated in learning step. For a new
sonographic image we calculate the probability that the im-
age belongs to the class of healthy images and probability
that it belongs to the class of inflamed images. Using Bayes
theorem, we can calculate posterior probabilities of both
cases. Information obtained from different images for the
same patient can be easily combined giving probability of
inflammed thyroid gland for one patient.

During inference step, we are going to tell whether
an image represented by its feature vectorY new belongs
to the class of healthy or inflamed tissue. We are going
to judge this image based on probability densitiesp(Y |H)
and p(Y |F) learned in Section 2.1. Probability density
functionsp(Y |H) andp(Y |F) can be easily evaluated for
Y new. Using Bayes rule we obtain:

Pr(H|Y new) = (2)

=
Pr(H|Y0)p(Y new|H)

Pr(H|Y0)p(Y new|H) + Pr(F|Y0)p(Y new|F)

We assume prior informationPr(H|Y0) = 1
2 and

Pr(F|Y0) = 1
2 . ExpressionPr(H|Y new) is probability

that tested sampleY new belongs to healthy class of images.
Bayes rule (2) allows to classify one image based on

learned models. We have group of feature vectors based
on several different images from the same patient (denoted
asY new(1), Y new(2), . . . , Y new(n)). We will put them to-
gether by calculating joint probability density function for
one patient:

p(Y|H) = (3)

= p(Y new(1), Y new(2), . . . , Y new(n)|H) =

=
n∏

k=1

p(Y new(k)|H)
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Unhealthy patients

Figure 4. Sorted non-healthy patients (all 30) with percent-
age of correctly diagnosed feature vectors

Analogically we can obtainp(Y|H).
We can make similar formula as (2) for the series of

images:

Pr(H|Y) = (4)

=
Pr(H|Y0)p(Y|H)

Pr(H|Y0)p(Y|H) + Pr(F|Y0)p(Y|F)

Formula (4) gives the probability that given patient has
healthy or inflamed gland.

3 Example

To test the method, we used a set of sonograms from 81 pa-
tients, from which 30 were healthy and 51 had Hashimoto’s
lymphocytic thyroiditis. From each patient we had between
100 to 1000 images. Total number of feature vectors was
approximately 34000. We used leave-one-out method to
ensure that method was trained with different data than
tested. Leave-one-out method also avoids the possible bias
introduced by relying on any one particular division into
test and train data sets. We performed 81 experiments, in
each of them we removed one patient, tried to learn from
the rest, and tried to diagnose removed patient. Results are
in table below. Column “total” denote total number of pa-
tients, “diag=” denotes diagnosis from the algorithm.

patients total diag=non-healthy diag=healthy
non-healthy 30 30 0
healthy 51 1 50

One patient from healthy-group was incorrectly diag-
nosed as non-healthy, which might be border-case.

Figures 4 and 5 show non-healthy and healthy pa-
tients sorted by percentage of correctly diagnosed feature
vectors. In the start of the graph in Figure 5 we can see
that the incorrectly diagnosed patient has 40% of feature
vectors diagnosed correctly. There is also one patient diag-
nosed correctly with only 60% of feature vectors diagnosed
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Figure 5. Sorted healthy patients (all 51) with percentage
of correctly diagnosed feature vectors

correctly. All other patients have more than 95% of feature
vectors diagnosed correctly.

4 Conclusion

We have shown that we are able to automatically diagnose
Hashimoto’s lymphocytic thyroiditis using feature vectors
and Gaussian Mixture modeling with Bayesian decision-
making. We showed, that we are able to tell, whether set of
images from given patient belong to given class and we are
able to calculate the probability. The method was tested on
sonograms of 81 patients with total number of about 34000
image cuts. All tested patients except for one healthy pa-
tient were diagnosed correctly, using leave-one-out method
to ensure that training data set differs from testing set.
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