
www.elsevier.com/locate/patrec

Pattern Recognition Letters 27 (2006) 287–293
Resolution enhancement via probabilistic deconvolution
of multiple degraded images q
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Abstract

We present a maximum a posteriori solution to the problem of obtaining a high-resolution image from a set of degraded low-reso-
lution images of the same scene. The proposed algorithm has the advantage that no prior knowledge of blurring functions is required and
it can handle unknown misregistrations between the input images. An efficient implementation scheme of alternating minimizations is
presented together with experiments that demonstrate the performance of the algorithm.
� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Image fusion is one of quickly developing advanced
methods used in processing of remotely sensed images.
The term fusionmeans in general an approach to extraction
of information spontaneously adopted in several domains.
The goal of image fusion is to integrate complementary
multisensor, multitemporal and/or multiview information
into one new image containing information the quality of
which cannot be achieved otherwise. The term ‘‘quality’’
depends on the application requirements.

In remote sensing, image fusion has been mainly used to
achieve high spatial and spectral resolutions by combining
images from two sensors, one of which has high spatial res-
olution and the other one high spectral resolution. Typi-
cally, a multispectral satellite image (like SPOT XMS for
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instance) is fused with a high-resolution panchromatic im-
age (SPOT Panchro) or with an aerial image. Most fusion
methods are based on image decomposition into low-pass
and high-pass bands and on combining the low-pass band
of the multispectral image with the high-pass band(s) of the
panchromatic image (Duport et al., 1996; Núñez et al.,
1999; Scheunders and Backer, 2001; Li et al., 2002; Ran-
chin et al., 2003). Similar effect can be achieved by trans-
forming the multispectral image into IHS coordinates
and replacing intensity component by the panchromatic
image (Carper et al., 1990; Chavez et al., 1991).

In this paper, we consider a different formulation of the
problem. Assuming two or more low-resolution images
from the same sensor (or from different sensors of the same
type), our goal is to obtain fused image of higher spatial
resolution than the resolution of the input channels. Con-
trary to the previous case, this task is more complicated be-
cause we do not have the high-resolution information in
any form. This problem appears in remote sensing very of-
ten. Due to the physical limitations of the sensors (see, for
instance, Reichenbach et al., 1995 for detailed explanation)
and imperfect observational conditions, the acquired
images represent only degraded versions of the original
scene, where mainly the high-frequency information is
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suppressed, degraded or missing. Fusion of the low-resolu-
tion images is an effective means of breaking the sensor lim-
its and of removing the degradation introduced by
atmospheric turbulence, sensor motion, and other factors.

We should point out that this problem appears also out-
side the area of remote sensing (it has attracted the atten-
tion of producers of low-resolution cameras and videos,
among others) and has lead to two developing techniques
that evolve in parallel: multichannel blind deconvolution
(MBD) and super-resolution imaging (SR). First blind
deconvolution attempts were based on singlechannel for-
mulations, such as in (Lagendijk and Biedmond, 1991; Re-
eves and Mersereau, 1992; Chan and Wong, 1998; Haindl,
2000). For a basic survey one can refer to Kundur and
Hatzinakos (1996). The problem is extremely ill-posed in
the singlechannel framework and lacks any solution in
the truly blind case. These methods do not exploit the
potential of the multichannel framework, i.e., the missing
information about the original image in one channel can
be supplemented by the information in other channels. Re-
search on intrinsically multichannel methods has begun
fairly recently; refer to Harikumar and Bresler (1999),
Giannakis and Heath (2000), Pai and Bovik (2001), Rav-
Acha et al. (2000), Panci et al. (2003) and Šroubek and
Flusser (2003) for a survey and other references. Such
MBD methods brake the limitations of previous techniques
and can recover the blurring functions just from the input
channels. As regards the SR imaging, see Park et al. (2003)
for a basic survey, proposed methods focus mainly on the
accurate identification of sub-pixel shifts and on the formu-
lation of different methodologies to find the SR solution.
The blurring functions are assumed to be known or esti-
mated by other techniques that are application dependent.
An exception to this is given in (Nguyen et al., 2001;
Woods et al., 2003), where they carry out blind deconvolu-
tion but consider only parametric models of blurs.

A common weakness of the previous techniques is that
they need too much a priori information which is not real-
istic in practice. For instance, they require the knowledge
of shape and size of the blurring function, availability of
a high-resolution reference frame, or accurate geometric
alignment (registration) of the input channels.

In this paper we present a stochastic fusion method that
performs MBD and SR simultaneously. We employ and
further develop the MBD theory, which we have intro-
duced in (Šroubek and Flusser, 2005). In Section 2, the
optimal MBD solution is defined as a maximum a posteri-
ori (MAP) estimate and prior distributions of the original
image and blur functions are built. It is the prior distribu-
tion of the blurs that distinguishes our approach from sin-
glechannel MAP techniques such as Conan et al. (1998).
An alternating minimization (AM) algorithm and a discus-
sion of the SR extension is saved for the end of the section.
The main feature of the new fusion method is that it does
not require any knowledge of the blurring functions and
the input channels might be mutually shifted by an un-
known vector. Allowing only translational between-chan-
nel misregistration is not a serious limitation. Larger and
more complex geometric distortions can be suppressed
(usually just up to a small between-image shift) by a proper
registration method (there have been hundreds of them
investigated, see Zitová and Flusser, 2003 for a survey).
Experiments in Section 3 address the issue of performance
under different noise levels and misregistration.

2. MAP analysis

Let us assume that the k-th acquired low-resolution
image (channel) zk can be modeled by blurring the ‘‘ideal’’
image u and shifting the result by an unknown vector
(ak,bk) = tk, i.e.,

zkðxþ ak; y þ bkÞ ¼ ðu � hkÞðx; yÞ þ nkðx; yÞ; ð1Þ

where hk is an unknown PSF having a character of a low-
pass filter, and nk denotes noise. We assume additive white
Gaussian noise (AWGN). This model is a very realistic
description of many low-resolution satellite sensors (Rei-
chenbach et al., 1995). In the discrete domain, this degrada-
tion model takes the form

zk ¼ TkHkuþ nk; k ¼ 1; . . . ;K;

where zk, u, and nk are discrete lexicographically ordered
equivalents of image functions zk, u, and nk, respectively.
Tk is a translation operator shifting an image by tk pixels,
i.e., a linear filter with the delta function at the position
tk. One can readily see that the matrix product TkHk = Gk

defines convolution with a mask gk that is a shifted version
of a mask hk (discrete representation of hk). By concatenat-
ing the channels, the previous equation can be rewritten in
two equivalent forms

z ¼ Guþ n ¼ Ug þ n; ð2Þ
where z� ½zT1 ; . . . ; zTK �

T, G � ½GT
1 ; . . . ;G

T
K �

T
;n� ½nT1 ; . . . ;nTK �

T
;

g � ½gT
1 ; . . . ;g

T
K �

T, and U is a block-diagonal matrix with K

blocks each performing convolution with the image u.
Adopting a stochastic approach, the problem of image

fusion can be formulated as a MAP estimation. We assume
that the images u, g and z are random vector fields with gi-
ven probability density functions (pdf) p(u), p(g) and p(z),
respectively, and we look for such realizations of u and g
which maximize the a posteriori probability p(u,gjz).
According to the Bayes rule, the relation between a priori
probabilities p(u), p(g) and the a posteriori probability is
p(u,gjz) / p(zju,g)p(u)p(g). The conditional pdf p(zju,g)
follows from (2) and from our assumption of AWGN,
i.e.,

pðzju; gÞ / exp � 1

2
ðz� GuÞTR�1ðz� GuÞ

� �
;

where R is the noise diagonal covariance matrix with
fr2

kg
K
k¼1 on the corresponding positions on the main diago-

nal. If the same noise variance r2 is assumed in each chan-
nel, R�1 reduces to a scalar r�2.
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2.1. A priori distribution of the original image

A general model for the prior distribution p(u) is a Mar-
kov random field which is characterized by its Gibbs distri-
bution given by p(u) / exp(�F(u)/k), where k is a constant
and F is called the energy function. One can find various
forms of the energy function in the literature, however,
the most promising results have been achieved for varia-
tional integrals. The energy function then takes the form

F ðuÞ ¼
Z

/ðjrujÞ; ð3Þ

where / is strictly convex, nondecreasing function that
grows at most linearly. Examples of /(s) are s (total varia-
tion),

ffiffiffiffiffiffiffiffiffiffiffiffi
1þ s2

p
� 1 (hypersurface minimal function) or

log(cosh(s)). Nonconvex functions, such as log(1 + s2), s2/
(1 + s2) or arctan(s2) (Mumford–Shah functional), may be-
have in an unpredictable manner but since they provide
better results for segmentation problems, they are often
used as well. The energy function based on the variational
integral is highly nonlinear and to overcome this difficulty
we follow a half-quadratic scheme described in (Charbon-
nier et al., 1997) which introduces an auxiliary variable.
A special attention must be paid to the discretization of
the image gradient $u and relaxation of /. In addition,
we confine the distribution to an amplitude constraint set
Cu � {uja 6 u 6 b} with amplitude bounds derived from
the input images, typically a = 0 and b = 255. We thus
define the prior distribution as

pðuÞ ¼
1

Z
exp � 1

2r2
u

uTLðvÞu
� �

if u 2 Cu;

0 otherwise;

8<
:

where Z is the partition function, r2
u denotes the image var-

iance, uTL(v)u represents the discretization of (3) and v is
the auxiliary variable introduced by the half-quadratic
scheme, which is calculated as

vðx; yÞ ¼ /0ðjruðx; yÞjÞ
jruðx; yÞj . ð4Þ

Matrix L(v) is a positive semidefinite block tridiagonal ma-
trix constructed by v. It performs shift-variant convolution
with v.

2.2. A priori distribution of the blurs

The shape of the prior distribution p(g) can be derived
from the fundamental multichannel constraint stated in
(Harikumar and Bresler, 1999; Giannakis and Heath,
2000). Let Zk denote the convolution matrix with the de-
graded image zk. If noise nk is zero and the original channel
masks {hk} are weakly coprime, i.e., their only common
factor is a scalar, then all solutions fĝkg to

Z iĝj � Zjĝi ¼ 0; 1 6 i < j 6 K ð5Þ

have the following forms. Let Sg denote the sum of the
maximum blur size and the maximum shift between the
channels. If Sg is known the solution equals {agk} for
any scalar a. If Sg is not known, it must be first estimated
and two distinct situations arise. If Sg is underestimated,
zero vector is the only solution of (5). If Sg is overesti-
mated, then the space of all solutions of (5) contains the
correct masks {gk} and the dimensionality of this solution
space is proportional to the degree of the overestimation.
Further stacking the system of Eq. (5), we obtain

Zĝ ¼ 0; ð6Þ
where ĝ � ½ĝT1 ; . . . ; ĝ

T
K �

T. If the noise term nk is present, it
follows from (2) that the left-hand side of (6) equals a real-
ization of a Gaussian process of zero mean and covariance
C ¼ GRGT, where G takes the form of Z in (6) with Zi

replaced by Gi.
It is desirable to include also other prior knowledge

about the blurs, such as positivity or constant energy. We
therefore define a set of admissible solutions as Cg � fgj
gkðx; yÞ P 0 ^

P
x;ygkðx; yÞ ¼ 1; k ¼ 1; . . . ;Kg and propose

the following prior distribution:

pðgÞ ¼
1

Z
exp � 1

2
gTZTC�1Zg

� �
if g 2 Cg;

0 otherwise.

8<
:

The inverse of the matrix C is not trivial. In addition, the
matrix is constructed by the blurs g that are unknown.
To overcome this difficulty, we approximate C by a dia-
gonal matrix D such that diagðDÞ ¼ diagðCÞ, where diag(Æ)
denotes the main diagonal of the matrix. The elements of
D take the form r2

i kgjk
2 þ r2

jkgik
2 for 1 6 i < j 6 K. The

value of kgik2 is not known in advance, but a good initial
approximation can be given. Since g 2 Cg,

1Q
Sg

6 kgik
2
6 1

and we use the bottom limit for kgik2.

2.3. AM-MAP algorithm

The MAP estimation is given by

fû; ĝg ¼ arg min
u2Cu;g2Cg

�
ðz� GuÞTR�1ðz� GuÞ

þ 1

r2
u

uTLðvÞuþ gTZTD�1Zg

�
. ð7Þ

Such problems can be solved by means of genetic algo-
rithms, e.g. simulated annealing. In this paper we have
adopted an approach of alternating minimizations over u
and g. The advantage of this scheme lies in its simplicity.
Each term in (7) is convex and the derivatives w.r.t. u
and g can be easily calculated. The proposed AM-MAP
algorithm alternates between two steps

1. u ¼ GTR�1G þ 1

r2
u

LðvÞ
� ��1

GTR�1z ^ u 2 Cu,

2. g ¼ ðUTR�1U þZTD�1ZÞ�1
UTR�1z ^ g 2 Cg.
The algorithm in its essence is similar to our previously
proposed one in (Šroubek and Flusser, 2003). In step 1
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the flux variable v is updated according to (4). Inversion of
the matrix in step 1 cannot be carried out directly because
of the matrix size. Instead, we use the method of conjugate
gradients and project the solution to Cu. Both UTR�1U and
ZTD�1Z have the size squared proportional to the blur
size and can be constructed directly without building the
individual matrices U and Z that have much larger size.
Then to find g, we use a subspace trust region method
based on the interior-reflective Newton method (Matlab
implements the method in fmincon function). This is a con-
strained minimization problem that confines the solution to
Cg and guarantees that assumptions about blurs such as
positivity and energy preservation are satisfied.

2.4. Super-resolution extension

So far, we have discussed solely the MBD problem. One
can extend the method to perform SR by introducing a
matrix D that is called a decimation operator. Operator D
model the low-resolution acquisition of digital sensors by
performing convolution with a uniform mask (spatial aver-
aging) and downsampling of images. In the discrete case,
e.g. for SR by factor of 2 in both directions, D returns every
second pixel of convolution with a 2 · 2 uniform mask.
Introducing D into (2) the acquisition model becomes:

z ¼ DGuþ n.

The steps in the AM-MAP algorithm are the same except
we replace G, U andZ with DG, DU andZD, respectively.
In each term D is constructed so that its size matches the
left and right arguments.

One must supply the blur size to the algorithm. An
important feature is that an accurate estimation is not nec-
essary; we must only guarantee that the blur size is not
underestimated. In addition, the noise covariance R and
the image variance r2

u are mandatory in the algorithm.
However, if noise has the same variance r2

n in every chan-
nel, the MAP expression (7) is simplified and only the
signal to noise ratio r2

u=r
2
n is required.

3. Experimental results

Experiments were carried out on two simulated scenar-
ios, seemingly acquired at different time instances. For
instance, one can imagine they were captured by a low-res-
olution sensor similar to AVHRR. In the first simulated
scenario, we have analyzed the capability of the algorithm
to perform MBD and SR simultaneously in comparison to
standard MBD followed by linear interpolation. The sec-
ond simulated scenario demonstrates robustness of the
algorithm to misregistration of the input channels under
different noise levels. In all the experiments motion blurs
of different extent, width and direction were used to simu-
late the most common type of degradation in remote
sensing. However, it is important to underline that the pro-
posed technique is completely blind and that any type of
blur can be considered. The fact that we use the motion
blurs was not taken into account in any way. Additionally,
the correct noise and image variances were assumed in all
the experiments.

3.1. Deconvolution and super-resolution

The data source for the first simulation (playing the role
of the ‘‘ideal’’ image) was the 300 · 300 SPOT HRV image
covering the north-western part of Prague (Czech capital);
see Fig. 1(a). We chose this image as a typical representation
of urban areas. To simulate low-resolution acquisitions, the
image was blurred by randomly generated 6 · 6 motion
masks, corrupted by AWGN of SNR = 50 dB and resolu-
tion decimated by factor of two to obtain images of size
150 · 150. Six such images were generated and used as input
channels to guarantee a sufficient number of equations.
Note that to increase resolution by factor of two, the mini-
mum number of channels is four to have at least as many
equations as unknowns. Fig. 1(b) shows one of the low-
resolution channels. The result of fusion using the blind
deconvolution approach in (Šroubek and Flusser, 2003)
and applying linear interpolation afterward is depicted in
Fig. 1(c). The proposed algorithm with the SR extension
performs better and gives a more accurate representation
of the original image, as illustrated in Fig. 1(d). The per-
formance boost, however, diminishes as the noise level
increases. We demonstrate this in Fig. 2, which shows the
results of the same experiment but for SNR = 10 dB.

3.2. Overestimation of the blur size

To demonstrate that the AM-MAP algorithm performs
well even if the size of the blurs is overestimated, we have
conducted in the second scenario the following experi-
ments. A 300 · 300 image of agricultural areas in
Fig. 4(c) was degraded with three random motion blurs
of size 3 · 3 and with AWGN of SNR = 10, 30, 50 dB,
respectively. The original image was recovered from each
image triplet using the algorithm without the SR extension
and for four different blur sizes: 3 · 3, 5 · 5, 7 · 7 and 9 · 9.
The percentage mean squared error of the estimated image
û defined as PMSEðûÞ ¼ 100kû� uk=kuk, was used as the
evaluation measure at each iteration. Calculated PMSEs
are summarized in Fig. 3. One can see that the convergence
rate is virtually not affected by the blur size. Only in the
case of SNR = 50 dB, we observe a decrease of the conver-
gence rate for extensive overestimation. This performance
drop is not visible for higher levels of noise since it is ob-
scured by the uncertainty implied by noise, and naturally,
the error of reconstruction increases with more noise.

Finally, we have conducted an experiment that simulates
more accurately conditions in real applications and that
utilizes blur size overestimation. The same image in
Fig. 4(c) was blurred by two randomly generated 5 · 5
motion masks and corrupted by AWGN of SNR = 50 dB.
The degraded images were mutually shifted by 5 pixels in
both directions see Fig. 4(a) and (b) to simulate channel



Fig. 1. Fusion of urban-area images without noise: (a) original ‘‘ideal’’ image of size 300 · 300; (b) simulated blurred and low-resolution images of size
150 · 150. Six images of type (b), but each with a slightly different blur, were fused using two techniques: (c) result of fusion using the standard MBD
followed by linear interpolation; (d) result of fusion using AM-MAP with the SR extension. For the visualization purposes, resolution of image (b) was
doubled with the nearest neighbor interpolation.

Fig. 2. Fusion of urban-area images with noise: Six images as in Fig. 1(b), but with noise of SNR = 10 dB, were fused using two techniques: (a) result of
fusion using the standard MBD followed by linear interpolation; (b) result of fusion using AM-MAP with the SR extension.
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misregistration. The AM-MAP algorithm was initialized
with the overestimated blur size 12 · 12 and the result is
in Fig. 4(d). The fused image is by visual comparison much
sharper than the input channels and is fully comparable to
the ‘‘ideal’’ images, which demonstrates an excellent per-
formance of the method.
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Fig. 3. PMSE of the estimated image as a function of iteration. The image in Fig. 4(c) was degraded with three random blurs of size 3 · 3 and with AWGN
of SNR (a) 50 dB, (b) 30 dB, and (c) 10 dB, respectively. The algorithm was restarted with four different blur sizes: (s) 3 · 3 (correct size), (h) 5 · 5, (,)
7 · 7, and (·) 9 · 9.

Fig. 4. AM-MAP fusion of agricultural-area images: (a, b) simulated low-resolution images; (c) ‘‘ideal’’ image for comparison; (d) result of fusing (a, b).
The fused image is of smaller size since only the overlapping areas of the input images can be fused.
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4. Conclusions

We have developed an iterative fusion algorithm that
recovers a high-resolution image from misaligned and
blurred input channels. The fusion problem is formulated
as the MAP estimation with the prior probabilities derived
from the variational integral and from the mutual relation
of coprime channels. The presented experiments indicate
that this approach provides high-quality fused images, fully
comparable to the ‘‘ideal’’ ones. Solving the super-resolu-
tion and blind deconvolution problems simultaneously is
a pioneering step in the field of image restoration.
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