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Abstract

Purpose: A new approach to the segmentation of 3D CT images is proposed in an attempt to provide texture-based segmentation of organs or
disease diagnosis. 3D extension of Haralick texture features was studied calculating co-occurrences of all voxels in a small cubic region around

the voxel.

Results: For verification, the proposed method was tested on a set of abdominal 3D volumes of patients. Statistically, the improvement in

segmentation was significant for most of the organs considered herein.

Conclusions: The proposed method has potential application in medical image segmentation, including diagnosis of diseases.

© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

Texture-based image analysis using medical images has been
investigated both theoretically and practically. In the present
study, we investigate 3D images using texture features. Inter-
est in this subject has grown as CT and MRI scans have
become cheaper, making more images available for treatment.
Specifically, we study new possibilities for texture feature-
based analysis that have come about with the availability of 3D
images.
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Texture features are often used for image analysis [1], espe-
cially for medical images. Texture features are calculated from
given image region pixels in order to characterize the texture
of that region. Haralick texture features are commonly used
in 2D texture analysis of medical images [2—4]. In the present
study, we examined a specific 3D extension of Haralick fea-
tures for effective segmentation of three-dimensional CT scans
of the abdominal area. In order to verify the usability of the pro-
posed extension of 3D Haralick texture features, segmentation
of abdominal area was performed. Segmentation was performed
with model-based learning and maximum likelihood decision-
making [2,5,6]. The model applied herein is a Gaussian mixture
model. The standard EM algorithm was used for estimation of
the model’s parameters [7].

In Section 2 we describe the specific implementation of Har-
alick texture features in the 3D domain for 3D CT, MRI, or any
other 3D images available. The contribution of the present paper
is to determine whether this implementation of Haralick texture
features provides a statistically significant improvement in seg-
mentation. In Section 3, we describe a method for segmentation
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based on proposed features. Section 4 shows an example of med-
ical data segmentation. CT data of abdominal part of the human
body were segmented using 3D features.

The entire image contains additional information that is not
possible to obtain from the texture. Also, statistical assessment
is performed as to whether the new 3D features actually provide
new information that can be used for the segmentation of actual
images.

2. Extension of Haralick features to the 3D domain

Haralick 2D texture features are statistics calculated from
a co-occurrence matrix. This matrix is computed from pixel
intensity values (from an image-analysis point of view these
are gray-level values of images, and in the case of CT, the
gray-level represents the CT value) in a given region. The co-
occurrence matrix is frequently used in image analysis because
it represents important characteristics of the texture in a given
region. Haralick features are statistics defined to emphasize cer-
tain texture properties. The co-occurrence matrix consists of
numbers that are the co-occurrence counts of the same gray-
scale color (intensity) in two pixels separated by an oriented
separation vector. The number of intensity values must be finite
and relatively small in order to contain any co-occurrences in the
co-occurrence matrix. The number of intensity values is called
the “quantization constant” and is denoted by gq.

2.1. Definition of co-occurrence matrix in the 2D and 3D
domains

We define the original 2D or 3D image by (two- or three-
dimensional) intensity array P with intensities py quantized to g
intensity classes (i.e. py have one of g values). Vector v is two-
or three-dimensional vector v which is called pix§l (in 2D case)
and voxel (in 3D case) Co-occurrence matrix C(s) is defined by

its components c;; )(z J)- The separation vector is two- or three-
dimensional vector 5. Window W(?) of size 2w + 1 around v is
defined as follows:
WO)={uel :9—w<u<?v+ w} €Y
where @ = (w, w) for 2D and & = (w, w, w) for 3D image. I is
the set of pixels (or voxels) that represents the entire image region
of interest. The co-occurrence matrix is defined as follows:
HueW®):u+sel;pi =i;pis = Jjl|

©)
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The lack of symmetry in definition of C%s) is dealt with by
averaging over all major directions, as mentioned at the end of
Section 2. This approach is also used in Section 4.

Note that the original Haralick texture features defined in
[3,8] are defined region-wise, as if W(?) in Eq. (2) was the region
of interest of the image (i.e. part of the image that is suspected
to have the same texture pattern). Here we are considering the
matrix C%‘Y) to represent the texture around individual pixel (or
voxel) v.

2.2. Definition of Haralick texture features

After co-occurrence matrix C with components c(i, j) is cal-
culated, Haralick features can be computed using the formulas
below. First, however, the statistics must be defined:
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where c¢,4y(k) is defined for k=1, 2,.. .,
k=1,...,q
The Haralick features considered in the preset paper is as
follows:
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Contrast:

q

D = 1)Pery (i)
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Difference entropy:

q
= cxmy(D) log(ex—y (D))

i=1

The total number of Haralick texture features considered here
is 8. Additional features are described in previous studies [3,8].
For present data, additional Haralick texture features have strong
correlation with the features defined above. Features removed
due to the strong correlation are namely: uniformity of energy,
sum average, sum entropy, variance, information measure of cor-
relation, maximal correlation coefficient. For several of features,
division by zero may occur. Such cases must be dealt with. For a
few features, defining 0 log O to be equal to its limit, 0, may help.
In other cases, adding a very small value to the denominator is
an acceptable technical solution.

The Haralick texture features presented herein can be further
parameterized by three parameters: separation vector s, quan-
tization constant g, and window size w. We focus herein on
isotropic texture so that only the absolute value of the separa-
tion vector s, and not its direction, is important. Co-occurrence
matrices can be calculated for all six major directions in 3D space
(up, down, left, right, forward, and backward), and then averaged
(as suggested by Haralick [8]). This approach adds more data,
which makes such co-occurrence matrix a better statistic for the
underlying texture.

2.3. Advantages of 3D texture features

Haralick features are statistics that are computed from the co-
occurrence matrix C. As originally presented by Haralick [8],
and used widely thereafter, the co-occurrence matrix is gener-
ated from all of the data in the region of interest R (or in the
entire image), in order to evaluate the overall properties of the
texture in the entire region. Since we are investigating the possi-
bility of obtaining co-occurrence matrix-based Haralick features
locally for each pixel, we calculate this matrix on a reasonable
small window around each pixel of the image. Therefore, the
co-occurrence matrix and the features can be calculated for each
pixel of the image. The problem with this approach is that the
co-occurrence matrix must be filled with reasonably large values
from a statistical point of view. Otherwise, the matrix does not
distinguish different regions well. Therefore, the window size
around the pixel of interest should be relatively large. However,
if the window size is too large, then even distant pixels influence
features belonging to the pixel of interest, which means that, for
bigger windows, features will be blurred. To illustrate the con-
cept of the size of the window, Figs. 1 through 4 compare the
window-based Haralick features for different window sizes.

Fig. 2. Haralick feature (entropy) calculated for the image in Fig. 1. Window
size, w = 1, quantization constant g =38 (size: 512 x 512).

In the 2D case, the window size will either have insuffi-
cient size to produce useful Haralick features or will be too
large and so will produce a blurred feature image. However,
the concept of local co-occurrence features and local images
can be applied much more effectively to 3D images. In the 3D
case, the window area can be made large enough to fill a co-

Fig. 3. Haralick feature (entropy) calculated for the image in Fig. 1. Window
size w = 2, quantization constant g = 8 (size: 512 x 512).
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Fig. 4. Haralick feature (entropy) calculated for the image in Fig. 1. Window
size w = 4, quantization constant g = 8 (size: 512 x 512).

occurrence matrix of reasonable size. We employ the fact that,
in 3D space, there are many more voxels around the diameter d
of a given voxel (proportional to @*) than in the 2D space (where
the number of pixels is proportional to d%). Hence, the amount of
information about texture, which is proportional to the number
of voxels or pixels in such surroundings, is also higher in 3D
space. Thus, while co-occurrence-based features such as Har-
alick features in the 2D domain are only useful for describing
texture in larger areas of the image, in 3D images, these features
can be used to characterize smaller areas around every single
voxel.

3. Use of 3D Haralick texture features for image
segmentation

Texture features are statistics that can distinguish between
different types of image texture. In this section, we describe
the actual method used for image segmentation, which employs
the features discussed in Section 2. The method described here
uses a database of 3D images that have known segmentation.
Specifically, the type of tissue of each voxel of the 3D image
is known. The segmentation algorithm learns the value of fea-
tures for every type of tissue under consideration. This is called
the “learning phase” and is described in Section 1. Features
are fitted to the given parameterized model, and for every tis-
sue type a different set of parameters is provided. This is the
why this approach is also referred to as model-based. Segmen-
tation of an unknown image is performed in the “inference
phase”, as described in Section 2. For every voxel, decision-
making is performed using the parameterized models in the
learning phase. The inference is based on the maximum like-
lihood.

3.1. Learning phase

We assume m types of tissue indexed by r=1, 2,..., m. Let
the voxel at coordinates v belong to tissue type ¢ This will be
denoted as M(V) = t. Feature vector f(7) is assumed to be a
random variable with a given conditional probability density

function (pdf) conditioned by the value of M (). The model for
feature f(v) is then defined as:

p(f@IM®) =1)

RS ok (1)
T o |cumn)

1 N _ .
X exp P;ﬂw—meQRMﬂw—wm) 3)

where p(f(?)) is the multi-dimensional pdf of feature vector
f(V) of the voxel in the region with tissue type ¢, n is the num-
ber of components of the mixture, ax(f), C(¢), and (), are
unknown parameters of the Gaussian mixture that are estimated
by the EM algorithm in the learning step, and d is the dimension
of the feature vector.

Pdf p( f(v)) is the model for feature vector f(?). The goal of
the learning phase is to find the estimate for the set of parameters
ay(t), Cr(t), and pk(r) for given data f(v) from the abovemen-
tioned database of known labels.

The optimal value for parameter n (which is the number of
Gaussian pdf’s in the mixture) must be found. As the speed of
calculation decreases with the size of n, the accuracy of segmen-
tation generally grows slightly with n, compromise is necessary
in order to achieve reasonable accuracy of segmentation in rea-
sonable time. This is realized in the application described in
Section 4.

3.2. Inference phase

Inference is performed for every voxel in the image to be seg-
mented. The pdf value p(f(v)|M(v) = 1) is calculated for every
image and for every type of tissue ¢. As a result, for every fea-
ture vector f (), pdf values p(f(0)|M(V) = 1), p(f(D)| M (V) =
2), ..., p(f(®)|M (D) = m) represent likelihoods, and the esti-
mated tissue type is found by maximization over all m tissue
type labels.

3.3. A note on merging results with different probabilistic
methods

It is assumed that the method described herein would be com-
bined with another segmentation method to achieve successful
segmentation. As demonstrated herein, the information included
in texture allows an image to be segmented. However, medical
images can contain several other sources of information, some
of which have probabilistic form. This means that the results
of the other methods have the form p(M(v) = t). These results
can be used as prior information for the present method, and
posterior information will be given by Bayes’ theorem:

p(M @) =1 f(V)) x p(f(W)IM@) = 1) p(M(©) = 1) 4)

Symbol o denotes proportionality. Instead of maximizing the
likelihood, the result is obtained by maximizing the posterior
probability function over all models.

As an example of good prior information, a probabilistic atlas
of organs can be taken [9].
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4. Results in medical CT data segmentation

The problem of organ segmentation of the abdominal part of
the body based on non-contrast CT was considered. Segmenta-
tions with and without Haralick texture features were compared.
A test was performed in order to determine whether such spe-
cialized texture features improve segmentation and whether this
improvement is statistically significant. The hypothesis is that
each pattern has its own specific texture pattern, which is advan-
tageous for segmentation, as compared to segmentation based
only on basic texture features, such as the raw CT value or its
gradient.

The available data are described as follows. Organ segmenta-
tion was known in advance for all 10 subjects. CT images were
obtained using a multi-detector CT with a voltage of 120kV.
The image size was 512 x 512 x 400, where 400 is only approx-
imate value since it varies with each subject. The images were
isotropic, and the voxel size was 0.5 mm in all three dimensions.
Segmentation of organs by hand was performed for each subject
(label images) and approved by medical doctor. The original size
of the label images is the same as the size of CT images. Six
organs were considered for segmentation, which makes a total
of seven models (one model for the case of a non-target organ).
The selected organs were the liver, the spleen, the kidneys, the
heart + aorta + inferior vena cava (i.v.c.), the digestive fluid in
the stomach, and the stomach wall. For the purpose of Haral-
ick features calculation, data were quantized for CT values of
—110 to 190 (Hounsfield units) because most abdominal cavity
organs have intensities in this interval. This is not true for the
bones and lungs, which makes these two organs especially easy
to segment by other trivial methods, like thresholding, so they
were extracted in advance. Organs that contain mostly blood,
such as the heart, the aorta, and the inferior vena cava, should
have the same pattern. Since the ability to distinguish patterns
was tested, such organs were assembled into the same model. On
the other hand, the stomach was divided into the digestive fluid
in stomach and the stomach wall, because these two regions of
the same organ have clearly different texture patterns. In order
to reduce computational cost, segmentation was performed on
the grid 170 x 170 x 130, which is approximately one third of
the original grid. Original label images were down-sampled to
the same size for comparison.

For comparison, segmentation was performed using the same
method, but with only six basic texture features;

e original CT value;

e absolute value of the gradient of CT values;

e absolute value of the second moment of the CT value com-
puted as the norm of the vector made from the second moment
in every dimension (each second moment is a function of three
adjacent voxels);

e normalized 3D coordinates x, y, and z in the abdominal cavity
were taken as three additional features;

In addition, a probabilistic atlas of organs [9] was used as prior
information in the inference phase of segmentation, as described
in Section 3.

In order to evaluate the contribution of Haralick features, the
segmentation was performed with six basic features from the
comparison set and Haralick features were added to the feature
vector. Only a subset of Haralick features was selected. This sub-
set was selected by removing the features with strong correlation
with other features for given data. A set of eight Haralick texture
features was used, the names of which are given in Section 2 as
entropy, texture contrast, texture correlation, texture homogene-
ity, inverse difference moment, maximum probability, contrast,
and difference entropy. Co-occurrences were calculated with
all separation vectors having the Euclidean norm equal to 1
(separation vectors have integer elements only, so there are six
separation vectors in three-dimensional space). The window size
was w = 2, which indicates that the co-occurrences were cal-
culated on a cube of size 5 x 5 x 5. The number of members
in the Gaussian mixture was selected in order to maximize the
segmentation performance. Multiple possibilities, between one
and 13 members, were tested. A higher number of mixtures was
not considered because the computation penalty was too high.
Finally, nine members were selected as the most efficient choice.

The fivefold cross-validation method was used for evaluation.
For each iteration, learning was performed with eight subjects.
Thus, their known segmentation was employed, and two sub-
jects were used for verification. Their known segmentation was
compared with automatic segmentation. By repeating this five
times, evaluation of all 10 subjects was performed.

To assess the effectiveness of segmentation, we used the
degree of correspondence, which is the proportion of size of the
intersection and the union of the known correct segmentation
and the automatic segmentation achieved by the algorithm. This
was performed for all test subjects and each organ. A single-
tailed paired-sample z-test, was used to compare two sets of
results for each organ. The null hypothesis was that there was
no improvement in segmentation. The significance level was
0.05.

Fig. 5 shows one layer from the original 3D image. Fig. 6
shows the gold-standard segmentation of organs in Fig. 5, as
approved by a medical doctor. One gray scale value is used to
indicate every organ. Using the basic features, this image was

Fig. 5. One layer from the original 3D image (size: 512 x 512).
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Fig. 6. Hand-made organ labels for the layer in Fig. 5 (size: 170 x 170).

Fig. 7. Automatically generated organ labels for the layer in Fig. 5 using basic
features (size: 170 x 170).

segmented as in Fig. 7. With Haralick features, the obtained
segmentation is shown in Fig. 8. This is a typical segmenta-
tion of the image. When only basic features were used, there
were more mis-detections. For example, part of the stomach
was mis-identified as the liver, or the extracted aorta was too
large as compared to true aorta. We performed a statistical test
to determine whether this difference is statistically significant.

The graph in Fig. 9 shows the comparison of the degree
of correspondence between organs. In the statistical test per-
formed organ-wise, significant improvement was obtained for
all organs, except for the kidney, for which some improve-

Fig. 8. Automatically generated organ labels for the layer in Fig. 5 using Haralick
co-occurrence matrix-based texture features (size: 170 x 170).
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Fig. 9. Graph with per-organ comparison of degree of correspondence of clas-
sification for the cases with (light gray) and without Haralick features (dark).
The organs include ‘other organs’, the liver, spleen, kidneys, heart with aorta
and i.v.c., digestive fluid in stomach, and stomach wall. Vertical strokes indicate
standard deviation.

ment was observed, although it was not statistically significant.
Table 1 sums the results. Summing the results for all organs, the
improvement was also significant, with a p-value of 3.2 x 1077,

Improvement in segmentation was observed for all organs.
When assessing the improvement statistically, we found that the
improvement was statistically significant for all organs except
for the kidney. The reason why texture features contributed less
to the segmentation of this organ might be a specific spatial dis-
tribution of different tissue patterns in this organ. The structure
of the kidney has a somewhat fractal nature, with a greater num-
ber of levels of complexity (with different Hausdorff dimensions
in different parts of the organ [10]), resulting in several different
textures. In this organ, the pattern changes continuously with the
level of complexity of the organ. Consequently, the diversity of
texture features may be too high throughout the organ.

The present paper evaluates the sensitivity of the proposed
features for different types of tissues with potential application
in medical image diagnosis. Unexpectedly, a tumor was found
inside of the liver tissue of one of the subjects (Figs. 10-13) and
was classified as “other tissue” (see Fig. 13), distinguishing the
tumor from the liver tissue. The tumor was found using Haralick
texture features (Fig. 13) rather than the basic features (Fig. 12),
indicating the document sensitivity of the co-occurrence texture
features and the relative difficulty in locating this tumor on the

Table 1
t-Test results

Organ t-Test result p-Value (x10™%)
Other organs 1 2.58

Liver 1 28

Spleen 1 2.85

Kidneys 0 1280

Heart + aorta +1.v.c. 1 190

Digestive fluid 1 6.11
Stomach wall 1 25
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Fig. 10. One layer from the original 3D image (size: 512 x 512).

Fig. 11. Hand-made organ labels for the layer in Fig. 10 (size: 170 x 170).

Fig. 12. Automatically generated organ labels for the layer in Fig. 10 using basic
features (size: 170 x 170).

original non-contrast CT image. In a statistical significance test,
this was counted as an incorrect result, although the method has
potential application in automatic disease diagnosis.

5. Discussion

In the present paper, a method for medical image segmen-
tation in 3D space based on Haralick texture features was
proposed. The proposed method is explained theoretically and
gives good segmentation results. For verification, the proposed
method was tested on a set of abdominal 3D volumes of patients.

Fig. 13. Automatically generated organ labels for the layer in Fig. 10 using
Haralick co-occurrence matrix-based texture features. This figure indicates the
ability to find a tumor based on differences in the texture of the tissue (size:
170 x 170).

Statistically, the improvement in segmentation was significant
for most of the organs considered herein.

The proposed method has potential application in medical
image segmentation, including diagnosis of diseases that change
the texture of the part of the organ.
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