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Abstract

Detection of particular meaningful objects in images is
of great importance in many fields, including image re-
trieval or image quality analysis. In this contribution,
eleven frequently observed objects (areas) in natural images
are learned and detected. The presented algorithm is based
on region merging and Bayesian decision theory. The main
goal is not perfect recognition, since for that purpose it is
necessary to use higher-level knowledge about the image
content. Merging of segments proceeds only up to a reliable
point, not to merge different categories. Unique merging
criteria combine the values of probabilities attached to the
segments for all the most likely categories, color and texture
features and information about edges. Results are demon-
strated on a few images and discussed.

1 Introduction

In the last few years, demands on the level of image anal-
ysis have significantly increased. More often, particular ob-
jects or areas contained in the image are recognized, and the
semantic description is derived. The results of such image
interpretation can be used in different fields.

The most apparent application is image retrieval.
Higher-level image descriptors better correspond to queries
usually formulated by a user. For a review of content-based
image retrieval methods, see e.g. [9]. The work [3] reviews
image retrieval by semantic content.

Another possible application of image analysis is image
enhancement and image quality. Take, for example, an im-
age which contains sky. It is then possible to de-noise this
area according to assumed smoothness or to change its color
so that it would be visually more pleasing. This task is
closely connected to image quality analysis, where the no-
tions of genuiness and naturalness can be evaluated [13].

There has been two main approaches to image analysis.
The first approach is trying to employ low-level features and
establish their correspondence to a higher-level image de-
scription, as in [14]. In [12], low-level features are used to

calculate semantically meaningful classification of vacation
images.

The second approach employs the knowledge about the
objects characteristics and about their qualitative and quan-
titative relationships. It attempts to describe action going
on or even feelings about the image. For a survey of image
understanding systems based on higher-level knowledge,
see [1].

Objective of this contribution is use of low-level features
for supervised recognition of objects in images of natural
scenes and their simultaneous segmentation. Since perfect
segmentation using only low-level features is impossible,
the segmentation proceeds as far as using only low-level
features is reliable. Output of the algorithm is then a set
of segments where for each segment, the probabilities are
calculated that the segment belongs to the categories of in-
terest here. The output is then prepared for later use of
higher-level knowledge about the segments relationships,
see e.g. [10] or [5].

This paper is focused on natural image analysis. Eleven
categories are learned and detected, which are listed below.
However, the algorithm should reasonably work on all kinds
of images, containing even unknown objects.

The algorithm relies on segment merging with use of a
unique combination of criteria, based on the probabilities of
the most likely categories, on color, texture and edge infor-
mation. The details are given below, in Section 2. The seg-
mentation results are presented in Section 3, together with
a thorough discussion.

1.1 Categories

The set of categories to be detected in natural images
can be chosen according to different criteria. Taking into
account all the possible applications of the segmentation al-
gorithm mentioned in the introduction, the most appealing
criterion is probably the frequency of their occurrence in
typical images.

In this paper, the following set of eleven categories was
detected:{ sky, grass, water, sand, soil, reed, tree-top, road,
stones, mountains, snow}.



Due to the probabilistic nature of the algorithm, the dis-
tinction between all the categories does not have to be sharp.
The detected categories are rather offered as options for a
certain segment and the final decision often heavily depends
on the image contents.

Thus, for example, when learning the category grass, dis-
tinction was not made between green, yellow or brown ar-
eas, if they were reasonably small and the overall area was
really perceived as a grass field. On the other hand, homo-
geneously dry grass field is contained in the category reed,
due to their perceptual proximity.

The proposed set roughly corresponds to perceptual dif-
ferences observed when visually examining a natural image
database. For example, the category mountains could be de-
scribed only by the other categories snow, stones, grass and
tree-top. However, the first impression, when observing an
image with mountains, does not correspond to any of the
other categories. This aspect is especially important in the
field of image retrieval.

Another example of a disputable division is pair of cat-
egories soil and sand, because there is only little difference
between them. The concept of this paper is rather to detect
all possible categories for one particular segment. There-
fore, if the color of a sand segment reminds rather soil, it
would be detected as sand only as the second option. How-
ever, for higher-level image analysis it is then probably eas-
ier to work with the category sand, for example in a sea-
coast scene.

2 Description of the algorithm

Ability of an algorithm to distinguish between different
categories depends on the set of features used for their de-
scription. In applications built to recognize certain objects
precisely, sophisticated models can be used, see e.g. [7],
where a physical model of sky is built. However, the
segmentation performed in the algorithm proposed here
is rather supposed to support the other algorithms using
higher-level knowledge, although as good as possible dis-
criminability is also of value. Therefore, the feature set used
here can be relatively simple.

Other reason for keeping the features simple is a large
variability of texture of the categories of interest here. For
example, grass can be very rough and also smooth, depend-
ing on the distance of the camera. The color of grass can
also vary from green to yellow or brown but it is not al-
ways desirable to recognize the spots other than green as
dry grass or soil. Thus, only simple wavelet features are
used to describe texture, rather on the principle that certain
feature value is unusual for a given category.

2.1 Features

Probably the most important characteristic for the natu-
ral image description is color. The CIELAB [4] color co-
ordinate system is used because it resembles human color

perception and the segmentation results should be percep-
tually acceptable. Since the algorithm behaves robustly, the
transformation to the CIELAB coordinates needs only be
carried out approximately, assuming standard display phos-
phors and the white pointD65. Three features, the color
coordinatesL∗, a∗, andb∗ are calculated for every pixel of
the image.

Since for evaluation of the probabilities only the coordi-
natesa∗ andb∗ are calculated, slight invariance to varying
illumination conditions is achieved. On the other hand, it
is more difficult to distinguish water from the sky, or even
from the tree-top. These problems are to be resolved using
higher-level knowledge. Information about the lightnessL∗

is used only during segmentation.
The second set of features was chosen to approximately

describe roughness of the texture at different scales. Tex-
ture descriptors cannot be precisely local, therefore we di-
vide the image into non-overlapping blocks and the texture
features are attached to the blocks.

Wavelet transform and wavelet packet coefficients [11]
are increasingly used for texture segmentation [6]. Mag-
nitudes of the Haar wavelet transform coefficients for the
detail bands (horizontal, vertical, diagonal) of the first three
levels were used in this paper.48 first level,12 second level,
and3 third level coefficients were attached to every block
of size8 × 8 pixels. Haar wavelets were chosen because
of their short support, which means that they form a block
non-overlapping basis.

2.2 Bayesian framework

The eleven categories are recognized based on the Bayes
formula [2]. Having a particular segmentA, the probability
that the segment is from the categoryωA,c is

P (ωA,c|xA) =
P (xA|ωA,c)P (ωA,c)

P (xA)
. (1)

We are working with discrete probabilities, that a feature
value falls to a certain bin in a discretized feature space.
xA is a feature vector calculated on the pixels of the area
A. The second indexc in ωA,c denotes category, the first
index denotes the area (neighborhood, pixel) on which the
probability is evaluated.P (xA|ωA,c) is the likelihood of
measuring the feature vectorxA when the areaA belongs
to the categoryωA,c. P (ωA,c) is an a priori probability of
detecting the categoryωA,c andP (xA) is the probability of
measuring the feature vectorxA.

In accordance to the minimum-error-rate classification,
segmentA is from the categoryωA,i, if

P (ωA,i|xA) > P (ωA,j |xA)

for all j 6= i.
Independence of the colorabA and texturewA features

is assumed. Therefore,

P (xA|ωA,c) = P (abA|ωA,c)P (wA|ωA,c).



Further, though unrealistically, pixel-wise independence of
the features is assumed. Thus, for the color features

P (abA|ωA,c) =
∏
p

P ((a, b)p|ωp,c),

wherep goes over all pixels of the areaA.
The wavelet features calculated on different blocks of

8× 8 pixels are also assumed independent:

P (wA|ωA,c) =
∏
s

P (w8×8,s|ω8×8,c).

s goes over all8× 8 blocks of the areaA. The feature vec-
tor w8×8,s consists of absolute values of the detail wavelet
coefficients for 3 levels. The probabilityP (w8×8,s|ω8×8,c)
is again a product of probabilities to measure these (suppos-
edly) independent features for the categoryωc on a proper
neighborhood.

In this paper, a priori information about the categories
is not used for classification. The segments are classified
only according to their color and texture properties and not
according to statistics of occurrence of the categories. As
the discriminant functions, log-likelihood from (1) is used:

log P (xA|ωA,c) = log P (abA|ωA,c) + log P (wA|ωA,c)
(2)

with

log P (abA|ωA,c) =
∑

p

log P ((a, b)p|ωp,c)

and analogously with the second term. Although values of
the discriminant functions (2) are always used during the
calculation, they are further, for simplicity, called probabil-
ities.

Given the area (segment)A containss blocks8 × 8. It
is desirable to be able to compare the probabilities (2) for
segments of different sizes. Therefore, they are normalized
to the number of blocks covered by the segmentA. More-
over, just to get observable numbers, the probabilities are
normalized by one more factor, equal to the number of fea-
tures evaluated at one block.

2.3 Database for Supervised Learning

A medium-size (500) database of Corel images was used
for learning of the categories. In all images, all eleven cate-
gories were manually segmented and labelled.

2.4 Processing of the Feature Histograms

The histograms for every feature (2−D histogram in case
of a∗ andb∗ coordinates) and for every category were nor-
malized to get the probability that a particular feature has a
certain value. In case, the set of images used for learning is
not representative enough, two precautions were made. Ev-
ery probability was median-filtered (with symmetric border
reflection) first. Secondly, for the values where the proba-
bility is negligible or zero, a small constant was added. This
precaution increases robustness of the algorithm.

2.5 Merging

After a long experimentation phase, the following merg-
ing scheme showed up to work best (regarding the objec-
tives) and robustly, without being over-sensitive to change
of parameters.

Merging consists of four steps. To describe them effi-
ciently, expression ’color criterion’ will be used as a syn-
onym for averageL∗, a∗, and b∗ values for every block.
’Roughness criterion’ stands for the sum over all three
bands (horizontal, vertical, diagonal) of average magnitudes
of wavelet coefficients for the first level of decomposition.
Expression ’probability criterion’ means that the probabil-
ities of two neighboring segments for the most likely cat-
egories were compared. The probability criterion was im-
posed depending on the merging step. It prevents merging
of, for example, sky and water categories in case, there is a
smooth transition between them in terms of only color and
roughness criteria.

In the first step, very conservative and fast initial seg-
mentation was performed. The probability, color and rough-
ness criteria were used separately at smooth and rough im-
age areas. The division to smooth and rough is determined
by thresholding the roughness criterion and the initial seg-
mentation was not allowed to merge across them.

After the first stage, region adjacency graph [8] was con-
structed and used in the next stages. The second stage is
analogous to the first stage, but the thresholds are relaxed.
The algorithm merges always the closest (according to crite-
ria) neighbor. In the third stage, segments can merge across
the smooth and rough areas. Merging of smaller segments
is encouraged.

After the third stage, some of the smooth segments are
still not merged. This is corrected in the last stage, which
merges two segments according to magnitude and relative
length of edge between them. Color criterion (without light-
ness) and probability criterion are added for the rough seg-
ments.

3 Results and Discussion

The proposed algorithm was tested on many images not
contained in the database, which was used for learning. All
the results were checked visually by three observers and
were found acceptable, having in mind the objective of the
algorithm. The artifacts found in the results are described
by means of the examples below. In this section, all the im-
ages are presented as gray-level, although the experiments
were performed on color images.

One typical example of the results is shown in Fig. 1.
In the top sub-image, the original image is histogram-
equalized to make low-contrast details and areas better vis-
ible. In the bottom sub-image, there is original image with
overlaid contours delineating the resulting segments.

Due to the nature of the algorithm, the results are to a cer-
tain degree stochastic. However, the number of cases when
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(b) Segmentation

Figure 1. Example 1

two different categories are merged is very low. The seg-
ments visually correspond to areas with different color and
texture. Nevertheless, there are also frequent cases when,
for example, the sky or grass is divided into more segments,
although visually the area is homogeneous. It is sometimes
caused by too large a difference of probabilities on these
segments, calculated for the most likely categories.

Sometimes a small segment covers an image area, which
at the first look does not seem to be different so much from
the surrounding segment. However, objectively, there is al-
ways one criterion which prevents merging them.

For example, there are small segments in the middle of
the (lower) grass field in Fig. 1. Particularly in this case,
additional criteria could have been developed, taking into
account that it is a small inner segment of a big surround-
ing segment and in such a case the thresholds could be re-
laxed a little. However, the main goal of this paper is to
pre-segment the image for a higher-level image understand-
ing algorithm, and for this purpose, little over-segmentation
is not a problem.

Sometimes there are two rough-surface regions which vi-
sually look the same but they are not merged. It happens
when there is accidentally an edge along the boundary be-
tween these segments.

Table 1. First three choices for the segments
marked in Fig. 1

seg. choice 1 choice 2 choice 3
1 sky (-1.37) water (-1.54) sand (-1.85)
2 grass (-1.60) tree-top (-2.13) water (-2.14)
3 water (-2.09) tree-top (-2.15) grass (-2.25)
4 water (-2.00) tree-top (-2.17) mount. (-2.19)

Since the algorithm starts with dividing the image into
8 × 8 blocks, it effectively averages the texture properties.
Thus, it deals well with very rugged areas where, for ex-
ample, color is changing locally significantly. On the other
hand, it sometimes creates segments containing two cate-
gories, for example the segments covering the border be-
tween forest and sky in Fig. 1. This is also the reason, why
the presented method over-segments close-up images.

Generally speaking, it is better to set up thresholds con-
servatively, than to cause false merges. A few cases when
two segments should merge but are separate, do not cause
any problems.

A list of segments is an output of the segmentation al-
gorithm. Together with every segment, there is a sorted
list of categories, according to their probability (up to some
threshold).

In Table 1, three most probable categories for selected
segments of the image from Fig. 1 are presented. The se-
lected segments are denoted by numbers, inscribed in the
image. Choice 1 denotes the most likely category. Every
possible category is accompanied by its probability.

Often the most likely category is not correctly detected
or there are many categories with similar high probabilities.
It is not a serious obstacle, since this algorithm should only
pre-segment the image. Certain ambiguity or incorrect clas-
sification can be then resolved by imposing spatial relation
constrains.

This approach was motivated by critical survey of many
natural images. It was found out that many areas in natural
images are perceptually very similar, if we focus only on
them. Humans can reliably recognize the sky and water, or
soil and sand, because they see the context. Therefore, the
features are kept simple and are not aimed to be capable of
a perfect recognition. For example, the mountain category
is problematic in this sense.

The image from Fig. 2 contains some smooth transitions
between different areas and transitions, noticeable on the
non-enhanced image only with difficulties. The upper-left
cloud is not merged with the rest of the sky, because these
two segments have substantially different probability of be-
ing water, as the second choice for the sky segment. Al-
though this criterion might look unwanted, it is very useful
in other cases, where the transition between two categories
is smooth in both color and texture.

In Fig. 3, there is a non-natural object, which was not
learned. The algorithm then decides for the closest of the
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Figure 2. Example 2

learned categories. If the object does not resemble any
learned category (determined by threshold), the algorithm
is merges according to chromaticity coordinates and rough-
ness only.

The last example is presented in Fig. 4. There is one
segment between the left and middle tree, which contains
too large area. However, looking at it without knowledge of
the image context, it is not perceived heterogeneous.

In certain applications, where the segment contours
should be as precise as possible, it is not difficult to refine
them, as shown in the bottom sub-image of Fig. 4. Begin-
ning with the largest segments, their borders were relaxed
according to color distance to the neighboring segments.

Segmentation of one image of usual size (500×700 pix-
els) takes over one minute on a 1.1 GHz computer. The
time depends heavily on quality of the initial segmentation.
This is not a severe limitation for off-line image analysis.
However, speeding up the algorithm is one of the future di-
rections of this research.

As was already mentioned, applicability of the presented
algorithm is lower on the close-up images. The segmenta-
tion might not resemble visual perception, although merges
across categories are, in principle, prevented.

Another problematic group of scenes is that with unusual

(a) Histogram-equalized original

(b) Segmentation

Figure 3. Example 3

illumination. The algorithm was trained on images in nor-
mal illumination conditions. There is certain invariance to
illumination changes due to use of onlya∗ and b∗ color
coordinates, when calculating the probabilities and due to
large diversity of the training data. However, the algorithm
fails in segmentation of late-evening or sunset images.

4 Conclusions

The algorithm proposed in this paper proved to be pow-
erful and robust in detection of objects in images of nat-
ural scenes. Moreover, the segmentation results are visu-
ally pleasing. Probabilistic description of the segments can
serve as a promising input to higher-level image analysis
methods, for example to probability relaxation method.

The next plans are to improve speed of the algorithm and
to experiment with employment of the higher-level meth-
ods.
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