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Abstract

In this paper, we show how the sampling properties of Hurst exponent methods of estimation change with the presence of heavy tails. We run extensive Monte Carlo simulations to find out how rescaled range analysis ($R/S$), multifractal detrended fluctuation analysis ($MF − DFA$), detrending moving average ($DMA$) and generalized Hurst exponent approach ($GHE$) estimate Hurst exponent on independent series with different heavy tails. For this purpose, we generate independent random series from stable distribution with stability exponent $\alpha$ changing from 1.1 (heaviest tails) to 2 (Gaussian normal distribution) and we estimate Hurst exponent using the different methods. $R/S$ and $GHE$ prove to be robust to heavy tails in the underlying process. $GHE$ provides the lowest variance and bias in comparison to the other methods regardless the presence of heavy tails in data and sample size. Utilizing this result, we apply a novel approach of intraday time-dependent Hurst exponent and we estimate Hurst exponent on high frequency data for each trading day separately. We obtain Hurst exponents for S&P500 index for the period beginning with year 1983 and ending by November 2009 and we discuss surprising result which uncovers how the market’s behavior changed over this long period.
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1 Introduction

The presence of long-range dependence and the estimation of its characteristic Hurst exponent in financial time series have been widely discussed in several recent research papers, e.g. (Alvarez-Ramirez et al., 2008; Carbone et al., 2004; Czarnecki et al., 2008; Di Matteo, 2007; Di Matteo et al., 2005; Grech and Mazur, 2004; Matos et al., 2008; Peters, 1994; Vandewalle et al., 1997). Even though there are several studies of the finite sample properties of different methods (Couillard and Davison, 2005; Ellis, 2007; Grech and Mazur, 2005; Weron, 2002), most authors still interpret the results only on the basis of a simple comparison of the estimated Hurst exponent $H$ with the theoretical value for an independent process of 0.5. In more detail, Hurst exponent of 0.5 indicates two possible processes – either an independent one (Beran, 1994) or a short-range dependent one (Lillo and Farmer, 2004). If $H > 0.5$, the process has significantly positive and non-summable auto-covariance coefficients at all lags and it is called persistent (Mandelbrot and van Ness, 1968). When $H < 0.5$, the process has significantly negative summable auto-covariances at all lags and the process is said to be anti-persistent (Barkoulas et al., 2000). For the persistent process, an increment (decrement) is statistically more likely to be followed by another increment (decrement). Reversely, the anti-persistent process reverts more frequently than the independent process. However, the estimates for a random process can strongly deviate from the limit of 0.5 (Couillard and Davison, 2005; Weron, 2002).

Most authors estimate expected values and confidence intervals based on simulations of a standard normal process $N(0, 1)$. The returns of the financial markets, however, are not normally distributed (Cont, 2001) and are heavy-tailed. The validity of such approach can thus be questioned. This paper tries to fill the gap with original results for independent processes drawn from the family of stable distributions. Stable distributions are peaked and fat-tailed for different parameters, which fits the financial market data more closely. Thus, we want to find out how the sampling properties of the Hurst exponent estimates change with fat tails. For this purpose, expected values and confidence intervals are estimated for rescaled range analysis ($R/S$), multifractal detrended fluctuation analysis ($MF-DFA$), detrending moving average ($DMA$) and generalized Hurst exponent approach ($GHE$) for time series of lengths ranging from 512 to 65,536 observations.

The paper is organized as follows. In Section 2, rescaled range analysis, detrended fluctuation analysis, detrending moving average and generalized Hurst exponent are described in detail. Section 3 focuses on the finite sample properties of the different Hurst exponent estimators. Simulation methodology, stable distributions and research design are presented as well as the results of the Monte Carlo study. After examining the finite sample properties of the different Hurst exponent estimation methods, we use these results and we estimate daily and monthly Hurst exponents on high frequency data.
2 Hurst exponent estimation

Many methods of the Hurst exponent estimation have been proposed and used in literature and each of these methods has specific advantages and disadvantages. In our research, we focus on classical methods of rescaled range analysis (Hurst, 1951) and detrended fluctuation analysis (Peng et al., 1994) as well as quite novel methods of multifractal detrended fluctuation analysis (Kantelhardt et al., 2002), detrending moving average (Alessio et al., 2002) and generalized Hurst exponent approach (Di Matteo et al., 2003). In this section, we shortly describe each method and we follow with a brief review of papers dealing with the finite sample properties of the estimators.

2.1 Rescaled Range Analysis

Rescaled range analysis ($R/S$) was developed by Harold E. Hurst while working as a water engineer in Egypt (Hurst, 1951) and further augmented by (Mandelbrot and Wallis, 1968). In the procedure, one takes the returns of the time series of length $T$ and divides them into $N$ adjacent sub-periods of length $v$, where $Nv = T$. For each sub-period, one calculates the average value and constructs new series of accumulated deviations from the arithmetic mean values (the profile). Then the range, which is defined as the difference between the maximum and the minimum value of the profile, and the standard deviation of the original time series for each sub-period, is calculated. Each range is standardized by the corresponding standard deviation and forms a rescaled range so that the average rescaled range for a given sub-period of length $(R/S)_v$ is calculated. The rescaled range scales as $(R/S)_v \approx c v^H$, where $c$ is a finite constant independent of $v$ (Di Matteo, 2007; Taqqu et al., 1995). To uncover the scaling law, simple ordinary least squares regression on logarithms of each side is used so that $\log (R/S)_v \approx \log c + H \log v$, where $H$ is the Hurst exponent.

$R/S$ was shown to be biased for small $v$ (e.g. Couillard and Davison, 2005). The expected values of rescaled ranges for finite samples are given in Anis and Lloyd (1976). For a discussion of $R/S$ variance, see a recent paper of Mielniczuk and Wojdyllo (2007). In our research, we use the original version described in this section.

2.2 Multifractal Detrended Fluctuation Analysis

Multifractal detrended fluctuation analysis ($MF - DFA$), proposed by (Kantelhardt et al., 2002), is a generalization of detrended fluctuation analysis ($DFA$), proposed by (Peng et al., 1994). The main advantage of this technique is that it can be used for non-stationary multifractal data. Basic notion is the examination of deviations from polynomial fit of different moments $q$. For $q = 2$, $MF - DFA$ turns into standard $DFA$.

In the procedure, the time series is divided into sub-periods and the profile is constructed in the same way as for rescaled range analysis. The polynomial fit of order $l$, labeled as $X_{v,l}$, of the profile is estimated for each sub-period. In
our analysis, we set \( l = 1 \) and thus we use the linear detrending. Therefore, we omit the \( l \) labeling in the rest of the text. A detrended signal \( Y(t, i) \), for sub-period \( i = 1, \ldots, N \) is then constructed as \( Y(t, i) = X(t, i) - \bar{X}_v(t, i) \). Fluctuation \( F_{DFA,q}^2(v, i) \), which is defined for each sub-period of length \( v \) as \( F_{DFA,q}^2(v, i) = (1/v) \sum_{t=1}^{v} Y(t, i)^2 \), is then averaged over \( N \) sub-periods of length \( v \) for different \( q \) and forms \( F_{DFA,q}^2(v) = (1/N) \sum_{i=1}^{N} F_{DFA,q}^2(v, i) \) which then scales as \( F_{DFA,q}^2(v) \approx c_v H(q) \), where again \( c \) is a constant independent of \( v \) and \( H(q) \) is the generalized Hurst exponent. The Hurst exponent is again estimated through ordinary least squares regression on logarithms of both sides so that \( \log F_{DFA,q}^2(v) \approx \log c + H(q) \log v \) (Kantelhardt et al., 2002).

Moreover, \( MF - DFA \) has some characteristics which are important for the examination of processes with heavy tails. (Kantelhardt et al., 2002) showed that \( H(q) \approx 1/q \) for \( q > \alpha \) and \( H(q) \approx 1/\alpha \) for \( q \leq \alpha \), where \( \alpha \) is a parameter of stable distributions defined later in the text.

### 2.3 Detrending Moving Average

Detrending moving average (DMA) is quite a new technique proposed by (Alessio et al., 2002) and further discussed in (Carbone et al., 2004). In the method, one does not need to divide the time series into sub-periods. The method is based on deviations from the moving average of the whole series. Fluctuation \( F_{DMA,\lambda}^2 \) is defined as \( F_{DMA,\lambda}^2 = \sum_{i=1}^{T} (X(t) - \bar{X}_\lambda(t))^2 \) where \( \bar{X}_\lambda(t) = \sum_{k=0}^{\lambda} X(t-k) \) is the moving average with a time window \( \lambda \). The fluctuation then scales as \( F_{DMA,\lambda}^2 \approx c \lambda^{2H} \).

Moving average \( \bar{X}_\lambda(t) \) can take various forms in centering (e.g. backward, forward, centered) and weighting (e.g. weighted, not weighted, exponential). For our purposes, we use simple backward moving average. For discussion, see (Alessio et al., 2002).

### 2.4 Generalized Hurst Exponent Approach

Last method used in this study, generalized Hurst exponent approach (GHE), is another method suitable for detection of multifractality. The method, recently re-explored for the financial time series by (Di Matteo et al., 2003), is based on scaling of \( q \)-th order moments of the increments of the process \( X(t) \). The scaling is characterized on the basis of the statistic \( K_q(\tau) \), which is defined as \( K_q(\tau) = \sum_{t=0}^{T-\tau} |X(t+\tau) - X(t)|^q / (T - \tau + 1) \) for time series of length \( T \). The statistic scales as \( K_q(\tau) \approx c \tau^q H(q) \).

For the purposes of long-range dependence detection, the case of \( q = 2 \) is important as \( K_2(\tau) \) is connected to the scaling of the autocorrelation function of the increments. Therefore, we can estimate the Hurst exponent \( H(2) \) from relationship \( K_2(\tau) \approx c \tau^{2H(2)} \), which is comparable with estimates of \( H \) of \( R/S \) and \( DMA \) and \( H(2) \) of \( MF - DFA \). For \( q = 1 \), \( H(1) \) characterizes the scaling of the absolute deviations of the process (Di Matteo, 2007).
2.5 Literature review

Number of applied papers strongly outnumbers the studies dealing with finite sample properties of the Hurst exponent estimators. However, majority of these studies show that the estimators can differ significantly from the expected Hurst exponent even for independent process. Confidence intervals for testing of the null hypothesis of no long-range dependence are then quite wide. Short chronological review of the studies follows.

(Taqqu et al., 1995) presented results of quite wide range of the Hurst exponent estimators (9 in total) on the simulated series of 10,000 observations and 50 realizations. We mention only the results for $R/S$ and $DFA$ concerned by our study. (Taqqu et al., 1995) finds that $R/S$ overestimates the true Hurst exponent while $DFA$ underestimates it. Nevertheless, the study is quite limited as it provides small number of simulations for only one set of observations, which is considered to be high for financial applications as 10,000 daily observations equals to approximately 40 years of data.

Extending (Taqqu et al., 1995) findings, (Taqqu and Teverovsky, 1998) tested 8 different estimators under different heavy-tailed distributions as well as FARIMA models with heavy-tailed innovations. The authors came to the conclusion that $R/S$ and $DFA$ are quite robust to different distributions whereas both are sensitive to the presence of short-range dependence in the process. However, there are several questions about the methods used and most importantly, the results for $DFA$ need more focus. Firstly, the method is called "variance of residuals method" as is the case for (Taqqu et al., 1995). Secondly, the method is defined in a different way than in (Peng et al., 1994) and the authors claim that for an independent process with stable innovations, the expected value of Hurst exponent is not equal to 0.5 but to $1/\alpha$. However, (Kantelhardt et al., 2002) showed that this is the case for $MF - DFA$ with $q = 1$ for $1 \leq \alpha \leq 2$. (Taqqu et al., 1995) is the case as well. Finally, the results are again based on 50 simulations of the length of 10,000.

(Weron, 2002) compares the efficiency of $R/S$ and $DFA$ for an independent underlying process. The author finds that $DFA$ outperforms $R/S$ and also discusses the influence of minimal scales $\nu$. The simulations are based on the standard normal distribution. However, the author, similarly to the previous two references, defines the algorithm of $DFA$ as $MF - DFA$ with $q = 1$ hence the results must be taken with caution again.

As a generalization of $DFA$, (Kantelhardt et al., 2002) proposed its multifractal version ($MF - DFA$) and showed some finite samples results. Most importantly, the authors showed the theoretical relationship between $q$, $\alpha$ and $H$, which is described in Section 2.2. Moreover, the deviations from the true values of generalized Hurst exponent $H(q)$ are shown for both unifractal ($H(q) = H$) and multifractal time series ($H(q)$ varies with $q$).

(Couillard and Davison, 2005) focus on $R/S$ solely and show that the estimates based on (Anis and Lloyd, 1976) are better than the ones of (Peters, 1994). The authors show the results on both the rescaled ranges and the Hurst exponent estimates based on the standard normal distribution. Moreover, the
authors show that the confidence intervals should not be based on the Central Limit Theorem as the standard deviations of the estimates do not obey the square root law. Such result was already discussed in (Weron, 2002) where the confidence intervals are based on percentiles rather than standard deviations. (Grech and Mazur, 2005) compare the finite sample properties of DFA and DMA for the standard normal distribution process. The authors show that DFA outperforms DMA in both bias and variance for the time series of up to 30,000 observations. However, the results are quite questionable due to several issues. Firstly, the estimates are taken into consideration only in the case of $R^2 > 0.98$ for the Hurst exponent estimation regression without any discussion of a ratio of omitted estimates. Secondly, the choice of lags $\lambda$ is not discussed at all for DMA.

The other aspect of $R/S$ is discussed in (Ellis, 2007) who examines the efficiency of $R/S$ method with the use of either contiguous or overlapping sub-series and concludes that the methods do not differ significantly while the confidence intervals show the similar deviation from the Central Limit Theorem as shown in (Weron, 2002).

Finally, a further research on $R/S$ versus DFA are discussed in (Mielniczuk and Wojdylo, 2007). The authors show that if the bias of $R/S$ is taken into consideration, the root mean square errors are smaller for $R/S$ than for DFA for all time series lengths from $2^9$ to $2^{15}$ as well as for Hurst exponents from 0.5 to 0.9.

In the following section, we challenge these studies and run the extensive Monte Carlo study to find out how rescaled range analysis ($R/S$), multifractal detrended fluctuation analysis ($MF−DFA$), detrending moving average ($DMA$) and generalized Hurst exponent approach ($GHE$) behave when estimating Hurst exponent on independent series with different heavy tails and different time series lengths ranging from 512 to 65,536 observations.

3 Finite sample properties of different Hurst exponent estimators

The primary objective of this paper is to examine the robustness of the various Hurst exponent estimation methods to heavy-tailed data and contribute to the previous discussions.

The majority of the research papers dealing with the finite sample properties of Hurst exponent estimation methods base their results on simulations of the standardized normal distribution $N(0,1)$. However, a wide spectrum of real-world data is non-normal so that we cannot really use these results for statistical inference when estimating Hurst exponent on these data. To examine the behavior of the estimators of Hurst exponent for an i.i.d. non-normal process with heavy tails, we take advantage of changing the parameter $\alpha$ in the stable distributions. Before we continue in describing the research design, we briefly introduce the stable distributions.
3.1 Stable distributions

Stable distributions form a class of probability laws with appealing theoretical properties which fit well-known stylized facts about financial markets such as skewness and excess kurtosis. Such distributions are described by four parameters – $\alpha, \beta, \gamma, \delta$. $\alpha$ is the characteristic exponent and $0 < \alpha \leq 2$. $\beta$ is the skewness parameter and $-1 \leq \beta \leq 1$. For $\beta = 0$, the distribution is symmetric; for $\beta > 0$, it is skewed to the right; and for $\beta < 0$, it is skewed to the left. While the parameters $\alpha$ and $\beta$ determine the shape of the distribution, $\gamma$ and $\delta$ are scale and location parameters, respectively.

Due to a lack of closed-form formulas for the probability density functions (except for three stable distributions – Gaussian, Cauchy, Levy), the $\alpha$-stable distribution can be described by a characteristic function which is the inverse Fourier transform of the probability density function, i.e., $\phi(u) = E \exp(iuX)$. In our paper, we use the following characteristic function:

$$\phi(u) = \begin{cases} 
\exp(-\gamma^\alpha |u|^\alpha [1 + i\beta (\tan \frac{\pi \alpha}{2}) \text{sgn}(u) (|\gamma u|^{1-\alpha} - 1)] + i\delta u) & \alpha \neq 1 \\
\exp(-\gamma |u|[1 + i\beta 2 \text{sgn}(u) \ln(|\gamma u|)] + i\delta u) & \alpha = 1
\end{cases} \tag{1}$$

In order to simulate random stable variables, we use a method of Chambers et al. (1976) which is more efficient than inverse Fourier Transforms method (Menn and Rachev, 2006) and was proved to be accurate by Weron (1996).

For all values of the parameters $\alpha < 2$ and $-1 < \beta < 1$, the stable distributions have two tails that are asymptotically power laws. If the data come from stable distribution, the empirical distribution function should be approximately a straight line with slope $-\alpha$ in a log-log plot.

For the financial market analysis, the characteristic exponent $\alpha$ gives additional important information. When $\alpha < 2$, extreme events are more probable than for the Gaussian distribution ($\alpha = 2$). From an economic point of view, $0 < \alpha < 1$ implies infinite expected returns. To avoid this, we examine only the cases when $1 < \alpha \leq 2$.

For more details about stable distributions, we refer readers to (Zolotarev, 1986; Samorodnitsky and Taqqu, 1994; Borak et al., 2005).

3.2 Monte Carlo design

The simulations are constructed in order to find out how $R/S$, $DFA$, $MF - DFA$, $DMA$ and $GHE$ methods react to non-normal data with heavy tails. We use i.i.d. $\alpha$-stable distributed random variables from $S(\alpha, 0, \sqrt{2}/2, 0)$, where $1.1 \leq \alpha \leq 2$ with a step of 0.1. For each parameter $\alpha$, 1,000 time series with lengths from $2^9$ to $2^{16}$ are simulated and Hurst exponents for $R/S$, $DFA$ (equivalent to $MF - DFA$ with $q = 2$), $MF - DFA$ with $q = 1$, $DMA$, $GHE$ with $q = 1$ and $GHE$ with $q = 2$ are estimated.

In other words, we simulate the grid of independent identically distributed stable increments with the different $\alpha$ for various series lengths. For each position in the grid, we estimate Hurst exponents with the use of the different methods. This allows us to see how the finite sample properties of the estimation methods change with the varying coefficient $\alpha$. The first set, with $\alpha = 1.1$,
has the heaviest tails, and with increasing $\alpha$, the tails approach the Gaussian normal distribution with $\alpha = 2$. Moreover, each set shows how the estimates behave with changing time series lengths.

Table 1 summarizes the expected values of the estimated Hurst exponents for the grid. Table 2 and Table 3 show the 2.5% and the 97.5% quantiles of the Hurst exponent estimates. Figure 1 illustrates all the results and serves best for the quick orientation. It shows the estimated expected values with the 2.5% and the 97.5% quantiles for all time series lengths and for all methods considered by our Monte Carlo simulation. We discuss the results for each method separately.

### 3.3 Results for $R/S$

We can see that the expected value of the $R/S$ method\(^1\) is converging to 0.5 with heavier tails. For length $2^9$, the expected value of $R/S$ (with quantiles in brackets) for the simulations with heaviest tails ($\alpha = 1.1$) is $0.5318$ ($0.4172, 0.6502$) while for length $2^{16}$, the expected value (quantiles) of $R/S$ with the same $\alpha = 1.1$ is $0.5082$ ($0.4904, 0.5291$). With growing $\alpha$, the expected value of $R/S$ also grows slowly. For the time series of length $2^9$, the expected value of $R/S$ for the simulations with the Gaussian normal distribution ($\alpha = 2$) is $0.5627$ ($0.4088, 0.7179$) while for length $2^{16}$, the mean of $R/S$ with the same $\alpha = 2$ is $0.5235$ ($0.4956, 0.5489$). Tables 1, 2, and 3 together with Figure 1 (a) give the full picture. We can see that the length of the simulated time series improves the estimates through all $\alpha$s. Moreover, the expected value of the estimated $H$ is slowly converging to 0.5 with $\alpha$ changing from 2 to 1.1.

$R/S$ method is thus quite robust to the presence of heavy tails in the underlying data. It is interesting that the expected value of $H$ is converging to 0.5 with decreasing value of $\alpha$. In other words, the heavier the tails in the data are, the closer the expected estimate of $H$ to the value of 0.5 is. Moreover, the expected value of $H$ is slowly converging to 0.5 with increasing length of the sample.

### 3.4 Results for $DMA$

$DMA$ has very similar finite sample properties to $R/S$. The difference is in wider confidence intervals for small samples for DMA. On the contrary, $DMA$ has narrower confidence intervals for longer time series which makes it more precise. For the series with the heaviest tails ($\alpha = 1.1$) and length $2^9$, the expected value (quantiles) of $DMA$ is $0.5036$ ($0.0877, 0.6792$) while for length $2^{16}$, the expected value of $DMA$ is $0.5096$ ($0.4878, 0.5342$). For the series with the heaviest tails ($\alpha = 1.1$) and length $2^9$, the $R/S$ method is thus quite robust to the presence of heavy tails in the underlying data. It is interesting that the expected value of $H$ is converging to 0.5 with decreasing value of $\alpha$. In other words, the heavier the tails in the data are, the closer the expected estimate of $H$ to the value of 0.5 is. Moreover, the expected value of $H$ is slowly converging to 0.5 with increasing length of the sample.

\(^1\)For the estimations of $R/S$ and $MF – DFA$, we use a sub-length $\nu$ equal to the power of a set integer value (Weron, 2002). Thus, we set a basis $b$, a minimum power $p_{\text{min}}$, and a maximum power $p_{\text{max}}$ so that we get $\nu = b^{p_{\text{min}}}, \ldots, b^{p_{\text{max}}}$, where $b^{p_{\text{min}}} \geq b^2$ is the minimum scale and $b^{p_{\text{max}}} \leq T$ is the maximum scale. The minimum scale is set to 16 observations and the maximum one is set as a quarter of the time series length according to (Alvarez-Ramirez et al., 2005; Einstein et al., 2001; Grech and Mazur, 2004; Matos et al., 2008; Peters, 1994). Such choice avoids biases of low scales, where standard deviations and trends can be estimated inefficiently, and high scales, where the extreme values need not be averaged out. Moreover, the used intervals are contingent and non-overlapping – see (Ellis, 2007) for discussion.
Figure 1: Expected values of $H$ with 2.5% and 97.5% quantiles for the different $\alpha$s and methods of estimation. Figures show the results for (a) $R/S$, (b) DMA, (c) MF - DFA with $q = 1$, (d) DFA, (e) GHE for $q = 1$ and (f) GHE for $q = 2$. The horizontal axis goes from simulations with the heaviest tails ($\alpha = 1.1$) to the simulations with the normal distribution ($\alpha = 2$). Figures also show results for different simulated time series lengths from $2^9$ to $2^{16}$ with the longest time series of $2^{16}$ plotted in the boldest black. The lower the time series length, the greyer the plots. The mean values are plotted as full lines while the quantiles are dashed lines. Figures (c) and (e) also contain the theoretical expected values of $H(q) \approx 1/\alpha$ for $q \leq \alpha$ in bold red. (The theoretical expected value of the other methods is 0.5.)
2^{16}, the mean (quantiles) of $DMA$ with the same $\alpha = 1.1$ is 0.5276 (0.5192, 0.5358). With $\alpha$ approaching the value of 2, which represents the Gaussian normal distribution, the expected value of $DMA$ does not significantly change. More precisely, for the time series of length $2^9$, the expected value of $DMA$ for the simulations with the lightest tails ($\alpha = 2$) is 0.5147 (0.3054, 0.6959) while for length $2^{16}$, the mean of $DMA$ with the same $\alpha = 2$ is 0.5272 (0.5092, 0.5436). Again, Tables 1, 2, and 3 together with Figure 1 (b) give the full picture. We have to make a note that we tried to estimate $DMA$ with different window lengths $\lambda$ and minimums $\lambda_{\text{min}}$ as the method is very sensitive to these parameters. Finally, we set $\lambda_{\text{min}} = 20$ and $\lambda_{\text{max}} = 40$, which may produce bias when being used on larger datasets. But in order to maintain the comparative power, we choose to set the parameters for all simulations.

### 3.5 Results for $DFA$

Let’s move to $DFA$ method, which seems to be even less precise than the previous methods of estimation. For the series with the heaviest tails ($\alpha = 1.1$) and length $2^9$, the expected value (quantiles) of $DFA$ is 0.5027 (0.2234, 0.8513) while for length $2^{16}$, the mean (quantiles) of $DFA$ with the same $\alpha = 1.1$ is 0.4984 (0.4301, 0.5659). With $\alpha$ approaching the value of 2, which represents the Gaussian normal distribution, the expected value of $DFA$ is still very close to 0.5 and it has slightly narrower confidence intervals. More precisely, for the time series of length $2^9$, the expected value of $DFA$ for the Gaussian normal distribution ($\alpha = 2$) is 0.4940 (0.2910, 0.7280) while for length $2^{16}$, the mean of $DFA$ with the same $\alpha = 2$ is 0.4981 (0.4630, 0.5361). See Tables 1, 2, and 3 together with Figure 1 (d) for the full picture. Altogether, $DFA$ yields the closest expected estimate of $H$ for all different $\alpha$ exponents and for all lengths. Unfortunately, much wider confidence intervals make any statistical conclusions, especially for small samples, hard to state.

### 3.6 Results for $MF-DFA$

We simulated more general $MF-DFA$ method with $q = 1$ so that the expected value of $H$ is $1/\alpha$ according to (Kantelhardt et al., 2002) (In fact, the previously discussed $DFA$ is the special case of $MF-DFA$ with $q = 2$). Results show that its expected value is diverging from 0.5 with heavier tails as expected but it underestimates the true value. For the series with the heaviest tails ($\alpha = 1.1$) and length $2^9$, the expected value (quantiles) of $MF-DFA(q = 1)$ is 0.7132 (0.4533, 1.0230) while for length $2^{16}$, the mean (quantiles) of $MF-DFA(q = 1)$ with the same $\alpha = 1.1$ is 0.7915 (0.6752, 0.9499). With $\alpha$ approaching the value of 2, which represents the Gaussian normal distribution, the expected value of $MF-DFA(q = 1)$ approaches 0.5. More precisely, for the time series of length $2^9$, the expected value of $MF-DFA(q = 1)$ for the simulations with the lightest tails ($\alpha = 2$) is 0.4973 (0.3059, 0.7280) while for length $2^{16}$, the mean of $MF-DFA(q = 1)$ with the same $\alpha = 2$ is 0.4996 (0.4659, 0.5330). See Tables 1, 2, and 3 together with Figure 1 (c) for the full picture. We can see that even...
MF − DFA(q = 1) is quite inaccurate method for all α exponents and all series lengths (comparable to MF − DFA(q = 2) which is equivalent to DFA).

3.7 Results for GHE

Finally, we turn to GHE methods. Expected value of GHE(q = 1) is again 1/α as in the case of MF − DFA(q = 1). For length 2^9, the expected value of GHE(q = 1) (with quantiles in brackets) for the simulations with the heaviest tails (α = 1.1) is 0.7832 (0.6072, 0.9761) while for length 2^{16}, the mean (quantiles) of GHE(q = 1) with the same α = 1.1 is 0.8607 (0.8134, 0.9488). Thus GHE(q = 1) yields considerably better results than MF − DFA(q = 1) as it provides much narrower confidence intervals and it does not underestimate the expected value so strongly under the presence of heavier tails. For the time series of length 2^9, the expected value of GHE(q = 1) for the simulations with the lightest tails (α = 2) is 0.4963 (0.3850, 0.5993) while for length 2^{16}, the mean of GHE(q = 1) with the same α = 2 is 0.5001 (0.4910, 0.5085). Tables 1, 2, and 3 together with Figure 1 (e) give the full picture. We can see that GHE(q = 1) yields much better results than MF − DFA(q = 1).

For length 2^9, the expected value of GHE(q = 2) (with quantiles in brackets) for the simulations with the heaviest tails (α = 1.1) is 0.4955 (0.3657, 0.5777) while for length 2^{16}, the mean (quantiles) of GHE(q = 2) with the same α = 1.1 is 0.4999 (0.4963, 0.5036). Thus GHE(q = 2) yields considerably better results than other methods as it provides much narrower confidence intervals. For the time series of length 2^9, the expected value of GHE(q = 2) for the simulations with the Gaussian normal distribution (α = 2) is 0.4946 (0.3920, 0.5926) while for length 2^{16}, the mean of GHE(q = 2) with the same α = 2 is 0.5000 (0.4915, 0.5082). Tables 1, 2, and 3 together with Figure 1 (f) give the full picture. We can see that GHE with q = 2 provides the best finite sample behavior among all the methods in the means of the lowest variance and bias.

3.8 Comments on Results

We only discussed the results of our simulations with the limiting values of α equal to 1.1 and 2 representing the simulations of time series with the heaviest tails and time series with the tails of the normal distribution, respectively. Tables 1, 2, and 3 as well as Figures 1 and 3 show the whole grid of the simulated results so that the reader can see how the values change for different tail values and can also obtain precise quantile values. Figure 3 summarizes all the simulations as it shows the estimated probability distribution functions of all the estimated Hurst exponents using the different methods of estimation for the different values of α. For each part of the grid, Figure 3 also shows the probability distribution functions for different lengths of simulated time series from 2^9 up to 2^{16}.

We can see that R/S and GHE with q = 2 methods are robust to heavy tails. In fact, it is quite interesting that the confidence intervals of the R/S estimate are narrowing with heavier tails. GHE provides the most narrow
confidence intervals. Even if we consider the GHE with $q = 1$ which has expected value of $H$ equal $1/\alpha$, it holds very good finite sample properties as well. On the other hand, all the other methods (DMA, DFA, MF – DFA($q = 1$)) deteriorate with heavier tails in the underlying distributions. While all the methods hold the expected value for all time series lengths and thus seem to be better for $H$ estimation than $R/S$ for the normal data with $\alpha = 2$, the situation changes considerably for the non-normal simulations. The heavier the tails of the underlying data are, the wider the confidence intervals of estimate are. MF – DFA($q = 1$) also tends to underestimate the expected $1/\alpha$ value.

In fact, we can see that MF – DFA methods as well as DMA are not appropriate for data with heavier tails and for small sample size. On the other hand, both GHE tested methods proved to be very useful as they outperform all other methods quite strongly.

Note that our results are quite contrary to the ones of Weron (2002) who showed that DFA outperforms $R/S$ in both bias and variance. However, the author used $\nu_{max} = T$ whereas we use $\nu_{max} = T/4$ for both methods. Hence, the choice of $\nu_{min}$ and $\nu_{max}$ strongly influences the final results of simulations. However, such choice has not been rigorously discussed in the literature yet and it should be of an interest for future research.

4 Empirical study: Application to HF data

We showed that generalized Hurst exponent approach (GHE) can be used regardless the presence of heavy tails in the data and it has by far the best finite sample properties for short sample data. Thus we utilize this result and apply GHE to estimate the intraday time-dependent Hurst exponent of S&P 500 index on 1-minute data from the period beginning with 2.1.1983 and ending 30.11.2009. In other words, we estimate 6,764 values of the local Hurst exponents while each value is estimated on the information from one day. Thus the Hurst exponents for different days can be compared statistically as the final time series of intraday time-dependent Hurst exponents is not dependent as in the case of time-dependent Hurst exponent using a moving window (Grech and Mazur, 2004; Czarnecki et al., 2008). Each value of the Hurst exponent is estimated for a single day on the intraday data so that we expect all the values to be close to 0.5. Generalized Hurst exponent approach with its narrow confidence intervals allows us to detect possible periods with significantly higher or lower persistence.

Moreover, we also estimate local Hurst exponents from the same data for each month, providing a different view. The length of the time period allows to study how the persistence changed over 323 months. We have up to 8,000 one minute realizations in each month so that these estimates are very accurate.

Figure 2 shows the results of the estimation for both daily and monthly intraday time-dependent Hurst exponents. It is interesting how Hurst exponent decreases during the period from the level of above 0.8 to the level of 0.5. While Hurst exponents on daily data are still noisy, the estimates on monthly series
are very strong as confidence intervals of $GHE$ for such long periods of intraday data are very narrow\footnote{For exact confidence intervals, see Tables 1, 2, and 3.}. The Hurst exponents from the last period of 2005-2009 can not be statistically distinguished from 0.5. For the previous periods, $H=0.5$ can be strongly rejected and we can conclude that the Hurst exponents are statistically different from its theoretical expected value for all the previous periods.

The result indicates how stock market structure changed from 1980s until now. Probably the introduction of algorithmic trading, exponentially rising volume of trades, is the main reason behind this change. Still, the result is quite surprising as we expected the Hurst exponent estimates to show only slight difference from its expected value of 0.5.

5 Conclusion

In this paper, we question the sampling properties of the Hurst exponent estimation methods under heavy-tailed underlying processes. Most existing studies focus on estimating expected values and confidence intervals based on simulations of a standard normal process. However, the returns of the financial markets are not normally distributed, which makes these results impracticable. This paper tries to fill the gap with the original results for independent processes drawn from the family of stable distributions, allowing for heavy tails.

The Monte Carlo study shows that rescaled range analysis ($R/S$) together with generalized Hurst exponent approach ($GHE$) are robust to heavy tails in the underlying process. Detrended moving average ($DMA$) together with detrended fluctuation analysis ($DFA$) and its multifractal generalization ($MF-DFA$) deteriorate with increasing heavy tails in the underlying distributions. While on normal data with $\alpha = 2$, all the methods hold the expected value for all time series lengths and thus they seem to be better for $H$ estimation than $R/S$, the situation changes considerably on non-normal simulations. The
heavier the tails of the underlying data are, the wider the confidence intervals of the estimates are. $MF − DFA(q = 1)$ tends to underestimate the expected $1/\alpha$ value. We can conclude that $MF − DFA$ methods as well as $DMA$ are not appropriate for data with heavier tails and small sample size. On the other hand, both $GHE$ tested methods proved to be very useful as they show the best properties.

Finally, we utilize the results from our simulations on the high frequency data. On the 1-minute S&P 500 index data from the period of 1983 to 2009, we estimate the generalized Hurst exponent based on $GHE$ for each day as well as for each month. This way, we estimate the Hurst exponents on separate information sets while the finite sample properties of $GHE$ allow us to use it regardless the presence of heavy tails even on smaller samples. The final result is quite surprising as it shows how the U.S. stock market changed from the strongly persistent in 1980s to independent one in the period 2005-2009.
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**Figures and Tables**
Figure 3: Probability distribution functions of estimated $H$. The grid shows the results with the different methods of estimation ($R/S$, $DMA$, $MF-DFA$ with $q = 1$, $DFA$ and $GHE$ for $q = 1$ and $q = 2$) in the columns and different $\alpha$s in the rows, with the simulations with the heaviest tails in the first row and the simulations with normal distribution in the last row. Moreover, each part of the grid shows 8 lines representing the PDFs of the estimates of $H$ for different simulated time series lengths from $2^9$ to $2^{16}$, with the longest time series of $2^{16}$ plotted in the boldest black. The lower the time series length, the greyer the plots.
<table>
<thead>
<tr>
<th>α</th>
<th>R/S</th>
<th>DMA</th>
<th>MF-DFA</th>
<th>DFA</th>
<th>GHE (q=1)</th>
<th>GHE (q=2)</th>
<th>DMA</th>
<th>MF-DFA</th>
<th>DFA</th>
<th>GHE (q=1)</th>
<th>GHE (q=2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>0.5318</td>
<td>0.5036</td>
<td>0.7132</td>
<td>0.5027</td>
<td>0.7832</td>
<td>0.4955</td>
<td>0.5228</td>
<td>0.7317</td>
<td>0.8008</td>
<td>0.4988</td>
<td>0.5185</td>
</tr>
<tr>
<td>1.2</td>
<td>0.5353</td>
<td>0.5082</td>
<td>0.6754</td>
<td>0.5026</td>
<td>0.7452</td>
<td>0.4985</td>
<td>0.5287</td>
<td>0.6959</td>
<td>0.6754</td>
<td>0.4967</td>
<td>0.5207</td>
</tr>
<tr>
<td>1.3</td>
<td>0.5373</td>
<td>0.5070</td>
<td>0.6619</td>
<td>0.4955</td>
<td>0.7026</td>
<td>0.4923</td>
<td>0.5326</td>
<td>0.6700</td>
<td>0.6754</td>
<td>0.4975</td>
<td>0.5234</td>
</tr>
<tr>
<td>1.4</td>
<td>0.5425</td>
<td>0.5126</td>
<td>0.6315</td>
<td>0.5042</td>
<td>0.6683</td>
<td>0.4969</td>
<td>0.5349</td>
<td>0.6426</td>
<td>0.6804</td>
<td>0.4949</td>
<td>0.5234</td>
</tr>
<tr>
<td>1.5</td>
<td>0.5435</td>
<td>0.5149</td>
<td>0.6088</td>
<td>0.4912</td>
<td>0.6259</td>
<td>0.4944</td>
<td>0.5398</td>
<td>0.6090</td>
<td>0.6134</td>
<td>0.4934</td>
<td>0.5258</td>
</tr>
<tr>
<td>1.6</td>
<td>0.5462</td>
<td>0.5148</td>
<td>0.5808</td>
<td>0.4897</td>
<td>0.6028</td>
<td>0.4962</td>
<td>0.5519</td>
<td>0.5854</td>
<td>0.5887</td>
<td>0.4962</td>
<td>0.5266</td>
</tr>
<tr>
<td>1.7</td>
<td>0.5519</td>
<td>0.5157</td>
<td>0.5550</td>
<td>0.4902</td>
<td>0.5705</td>
<td>0.4932</td>
<td>0.5588</td>
<td>0.5584</td>
<td>0.5763</td>
<td>0.4962</td>
<td>0.5277</td>
</tr>
<tr>
<td>1.8</td>
<td>0.5551</td>
<td>0.5150</td>
<td>0.5358</td>
<td>0.4867</td>
<td>0.5423</td>
<td>0.4925</td>
<td>0.5551</td>
<td>0.5435</td>
<td>0.5465</td>
<td>0.4972</td>
<td>0.5293</td>
</tr>
<tr>
<td>2</td>
<td>0.5627</td>
<td>0.5147</td>
<td>0.5124</td>
<td>0.4871</td>
<td>0.5176</td>
<td>0.4941</td>
<td>0.5551</td>
<td>0.5475</td>
<td>0.5465</td>
<td>0.4972</td>
<td>0.5304</td>
</tr>
</tbody>
</table>

Table 1: Expected values of $H$ for different $\alpha$s in the columns, with the simulations with the heaviest tails in the first column ($\alpha = 1.1$) and the simulations with the normal distribution in the last column ($\alpha = 2$). The results are also divided according to the different simulated time series lengths from $2^9$ to $2^{16}$ in the rows. Moreover, each row shows the results for the different methods of estimation (R/S, DMA, $MF−DFA$ with $q = 1$, DFA and GHE for $q = 1$ and $q = 2$) and $\alpha$. 18
<table>
<thead>
<tr>
<th>R/S</th>
<th>α = 1.1</th>
<th>α = 1.2</th>
<th>α = 1.3</th>
<th>α = 1.4</th>
<th>α = 1.5</th>
<th>α = 1.6</th>
<th>α = 1.7</th>
<th>α = 1.8</th>
<th>α = 1.9</th>
<th>α = 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMA</td>
<td>0.4172</td>
<td>0.4129</td>
<td>0.4058</td>
<td>0.4143</td>
<td>0.4058</td>
<td>0.4055</td>
<td>0.4107</td>
<td>0.4120</td>
<td>0.3954</td>
<td>0.4088</td>
</tr>
<tr>
<td>MF-DFA</td>
<td>0.4533</td>
<td>0.4123</td>
<td>0.3931</td>
<td>0.3753</td>
<td>0.3818</td>
<td>0.3454</td>
<td>0.3492</td>
<td>0.3335</td>
<td>0.3091</td>
<td>0.3059</td>
</tr>
<tr>
<td>DFA</td>
<td>0.2234</td>
<td>0.2414</td>
<td>0.2297</td>
<td>0.2564</td>
<td>0.2570</td>
<td>0.2477</td>
<td>0.2571</td>
<td>0.2713</td>
<td>0.2747</td>
<td>0.2910</td>
</tr>
<tr>
<td>GHE (q=1)</td>
<td>0.6072</td>
<td>0.5834</td>
<td>0.5541</td>
<td>0.5106</td>
<td>0.4790</td>
<td>0.4580</td>
<td>0.4426</td>
<td>0.4233</td>
<td>0.4079</td>
<td>0.3850</td>
</tr>
<tr>
<td>GHE (q=2)</td>
<td>0.3657</td>
<td>0.3899</td>
<td>0.3648</td>
<td>0.3847</td>
<td>0.3797</td>
<td>0.3814</td>
<td>0.3881</td>
<td>0.3858</td>
<td>0.3902</td>
<td>0.3920</td>
</tr>
</tbody>
</table>

Table 2: 2.5% Quantile values for different os in the columns, with the simulations with the heaviest tails in the first column (α = 1.1) and the simulations with the normal distribution in the last column (α = 2). The results are also divided according to the different simulated time series lengths from 2^4 to 2^{16} in the rows. Moreover, each row shows the results for the different methods of estimation (R/S, DMA, MF - DFA with q = 1, DFA and GHE for q = 1 and q = 2) and α.
Table 3: 97.5% Quantile values for different α of estimation ($\alpha = 1$ to $\alpha = 2$). The results are also divided according to the different simulated time series lengths from $2^9$ to $2^{20}$ in the rows. Moreover, each row shows the results for the different methods of estimation ($R/S$, $DFA$, $MF-DFA$, $GHE$ with $q=1$ and $q=2$) and $\alpha$. The simulations with the heaviest tails in the first column ($\alpha = 1.1$) and the simulations with normal distribution in the last column ($\alpha = 2$). The results are also divided according to the different simulated time series lengths from $2^9$ to $2^{20}$ in the rows. Moreover, each row shows the results for the different methods of estimation ($R/S$, $DFA$, $MF-DFA$, $GHE$) and $\alpha$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$R/S$</th>
<th>$DFA$</th>
<th>$MF-DFA$</th>
<th>$GHE$ ($q=1$)</th>
<th>$GHE$ ($q=2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 1.1$</td>
<td>0.6502</td>
<td>0.6653</td>
<td>0.6631</td>
<td>0.6794</td>
<td>0.6903</td>
</tr>
<tr>
<td>$\alpha = 1.2$</td>
<td>0.6052</td>
<td>0.6183</td>
<td>0.6252</td>
<td>0.6315</td>
<td>0.6331</td>
</tr>
<tr>
<td>$\alpha = 1.3$</td>
<td>0.5940</td>
<td>0.6051</td>
<td>0.6175</td>
<td>0.6071</td>
<td>0.6052</td>
</tr>
<tr>
<td>$\alpha = 1.4$</td>
<td>0.5764</td>
<td>0.5777</td>
<td>0.5745</td>
<td>0.5828</td>
<td>0.5837</td>
</tr>
<tr>
<td>$\alpha = 1.5$</td>
<td>0.5956</td>
<td>0.6102</td>
<td>0.6002</td>
<td>0.6071</td>
<td>0.5926</td>
</tr>
<tr>
<td>$\alpha = 1.6$</td>
<td>0.5517</td>
<td>0.5802</td>
<td>0.5915</td>
<td>0.5893</td>
<td>0.5979</td>
</tr>
<tr>
<td>$\alpha = 1.7$</td>
<td>0.5551</td>
<td>0.5553</td>
<td>0.5580</td>
<td>0.5604</td>
<td>0.5621</td>
</tr>
<tr>
<td>$\alpha = 1.8$</td>
<td>0.5392</td>
<td>0.5439</td>
<td>0.5458</td>
<td>0.5508</td>
<td>0.5534</td>
</tr>
<tr>
<td>$\alpha = 1.9$</td>
<td>0.5474</td>
<td>0.5530</td>
<td>0.5541</td>
<td>0.5569</td>
<td>0.5559</td>
</tr>
<tr>
<td>$\alpha = 2$</td>
<td>0.5205</td>
<td>0.5255</td>
<td>0.5253</td>
<td>0.5285</td>
<td>0.5268</td>
</tr>
</tbody>
</table>

Table 3: 97.5% Quantile values for different α in the columns, with the simulations with the heaviest tails in the first column ($\alpha = 1.1$) and the simulations with normal distribution in the last column ($\alpha = 2$). The results are also divided according to the different simulated time series lengths from $2^9$ to $2^{20}$ in the rows. Moreover, each row shows the results for the different methods of estimation ($R/S$, $DFA$, $MF-DFA$, $GHE$ with $q = 1$, $DFA$ and $GHE$ for $q = 1$ and $q = 2$) and α.