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Abstract. In this article, we introduce the concept of Backward Stochastic Differential Equa-
tions (BSDE), provide fundamental theorems of existence and uniqueness of the solution for
some essential cases and we show by example its important connections to financial mathe-
matics. Finally, we focus on vast applications of BSDE to stochastic control via Pontryagin’s
maximum principle.

1 Introduction

The domain of BSDE, in its full generality, was first studied in 1990 by Pardoux and Peng who
formulated the general problem of BSDE and proved some fundamental theorems including
the central one - the existence and uniqueness of the solution, see [3]. Since then, BSDE have
found a variety of applications in finance, in physics but also in even more theoretical fields
such as stochastic control, theory of random processes probability distributions, probabilistic
representation of elliptic and parabolic-type deterministic PDE’s, numerical methods for PDE’s
and many other.
The first section of the article gives an introduction to BSDE - we start by the theorem of
Pardoux and Peng for finite time horizon BSDE and then we proceed to infinite time horizon
case considering, in addition, Lévy driven stochastic noise. We refer to [5], [7] and [9] for
an overview on generalizations of this type. Further, to present an example of a practical
model using the BDSE theory. We show how the theory can be applied to the European Call
Option hedging problem. In the second section, we formulate the task of stochastic control and
associated maximum stochastic maximum principle and discuss some other extension of the
model.

1This work has been supported by grants no. 402/09/H045 and no. P402/10/1610 of the Czech
Science Foundation.

1



2 P. Veverka

2 Backward stochastic differential equations (BSDE)

2.1 Finite time horizon case

The main motivation for introducing the BSDE is the need for solving problems with terminal
condition of the following type

−dYt = f(t, Yt, Zt)dt− ZtdWt, ∀t ∈ [0, T ), a.s. (1)
YT = ξ, a.s.,

where 0 < T < +∞ is a finite time horizon,
(
Ω,F ,P

)
is a standard probability space

equipped by a standard Rd-valued Wiener process
(
Wt

)
t∈[0,T ]

. Let
(
FWt

)
t∈[0,T ]

be the canonical

filtration of Wt, i.e. FWt = σ
(
Ws; s ≤ t

)
and

(
Ft
)
t∈[0,T ]

be its completion. The function f

(called drift) and the random variable ξ (terminal condition) are, in fact, the only inputs of the
equation.

Definition 1: The couple (f, ξ) is called standard parameters of the equation (1) if it holds

• ξ ∈ L2(FT ; Rn), i.e. ξ is an FT -measurable r.v., Rn-valued, satisfying E||ξ||2 < +∞

• f : Ω× [0, T ]× Rn × Rn×d → R, i.e. (ω, t, y, z) 7→ f(ω, t, y, z) ∈ R

• f is an application F ⊗ B(R)⊗ B(Rn) - progressively measurable

• ∀t ∈ [0, T ] : f(·, t, 0, 0) ∈ H2(R), i.e. f(·, t, 0, 0) is Ft -progressive with
E
∫ T
0 f2(·, t, 0, 0)dt < +∞

• f is uniformly Lipschitz in y and z, i.e. ∃C > 0 that
|f(ω, t, y1, z1)− f(ω, t, y2, z2)| ≤ C(|y1 − y2|+ |z1 − z2|)
∀y1, y2 ∈ R, ∀z1, z2 ∈ Rn, dP⊗ dt a.s.

Generally, we denote as H2(X ) the set of stochastic processes (ϕt)t∈[0,T ], Ft - progressive,
with values in Banach space X , satisfying E

∫ T
0 ||ϕt||

2
Xdt < +∞.

The properties of standard parameters are sufficient conditions for the existence and unique-
ness of the solution which is an assertion of the following theorem proved by Pardoux and Peng
in [3].

Theorem 1: Let (f, ξ) be standard parameters. Then the BSDE (1) has a unique solution
(Yt, Zt)t∈[0,T ] ∈ H2(Rn)×H2(Rn×d).

Idea of the proof: We define an application Φ : H2(Rn)×H2(Rn×d)→ H2(Rn)×H2(Rn×d)
so that Φ(U, V ) = (Y,Z) where

−dYt = f(t, Ut, Vt)dt− ZtdWt, ∀t ∈ [0, T ) a.s. (2)
YT = ξ, a.s.
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To have Φ defined correctly, one must show that there exists a unique solution to (2)
belonging to the product space H2(Rn) × H2(Rn×d). Note that in (2), the driver f does not
depend on Yt and Zt.

Further, we realize that (Y, Z) solves (1) iff Φ(Y,Z) = (Y,Z) therefore, (Y,Z) is a fixed point
of Φ (on a Banach space H2(Rn)×H2(Rn×d)). It is possible to show that Φ is a contraction on
H2(Rn)×H2(Rn×d) for the norm || · ||β where β > 0 is chosen properly and

||(Y, Z)||2β = E
∫ T

0
eβs||Ys||2ds+ E

∫ T

0
eβs||Zs||2ds.

Then the solution to BSDE (1) exists uniquely by the fixed point theorem.

Remark 1: 1) The process (Zt)t∈[0,T ], introduced by Theorem 1, ensures the adaptability
of the process (Yt)t∈[0,T ].

2) The uniqueness of the solution means that if (Yt, Zt) and (Ỹt, Z̃t) are two solutions to (1)
then E

∫ T
0 ||Yt − Ỹt||

2dt = E
∫ T
0 ||Zt − Z̃t||

2dt = 0.

3) Since the process (Yt)t∈[0,T ] has continuous trajectories a.s., the spaceH2(Rn) in Definition
1 can be replaced with the space S2(Rn) which is a set of Ft-adapted processes (Yt)t∈[0,T ] with
E
[
sup

0≤t≤T
||Yt||2

]
< +∞.

Theorem 1, in general, says nothing about the form of the solution even if it exists. Nev-
ertheless, it is possible to express and compute it in some special cases. One such a case is a
linear model, i.e. f(t, Yt, Zt) = βtYt+γ′tZt+ϕt where (βt)t∈[0,T ] and (γt)t∈[0,T ] are two processes
Ft - progressively measurable, bounded, with values in R and Rn, respectively. (ϕt)t∈[0,T ] is a
Ft - progressively measurable, R-valued process, square-integrable. We suppose that Yt and Zt
have corresponding dimensions, i.e. they are R and Rn - valued, respectively. Then we have,
due to Pardoux and Peng [3],

Theorem 2:The linear BSDE

−dYt = (βtYt + γ′tZt + ϕt)dt− Z ′tdWt, ∀t ∈ [0, T ) a.s.
YT = ξ a.s. (3)

has a unique solution Yt = E
[
HT ξ +

∫ T
t Hsϕsds|Ft

]
, ∀t ∈ [0, T ] a.s.,

where the process (Ht)t∈[0,T ] is a solution to the following SDE

dHt = Ht(βtdt+ γ′tdWt);H0 = 1.

Remark 2: 1) The second solution process (Zt)t∈[0,T ] is obtained by applying the inte-
gral representation theorem for square-integrable continuous martingales (see e.g. [1]) to the
martingale Mt = Yt +

∫ t
0 Hsϕsds.

2.2 Example

To see one possible application of BSDE, we give a classical example. It concerns the hedging
task for a European Call Option in a complete market.

We consider a financial market model with n+1 assets (S0, S1, ..., Sn) whose price dynamics
is given by the following SDE’s
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• dS0
t = S0

t rtdt (one non-risky asset)

• dSit = Sit
(
bitdt+ σitdWt

)
, i = 1, ..., n (n risky assets) where

(rt)t∈[0,T ], (bt)t∈[0,T ] and (σt)t∈[0,T ] are R, Rn, Rn,n - valued bounded processes, Ft - pro-
gressive. Moreover, we assume that there is a bounded process (θt)t∈[0,T ] with values in Rn.
(θt)t∈[0,T ] is called market price of risk and it ensures the absence of arbitrage in the market.

The portfolio process π is an Rn - valued process, Ft - progressive whose ith component
πit represents the amount invested into the ith asset in time t. Moreover, we assume that
E
∫ T
0 ||σ

′
tπt||2dt < +∞.

The wealth process Y y0,π, associated to the initial amount y0 and the portfolio process π,
is given as a solution to the following (forward) SDE

dY y0,π
t = rtY

y0,π
t dt+ π′t[bt − rt1]dt+ π′tσtdWt, t ∈ (0, T ]

Y y0,π
0 = y0, a.s. (4)

This approach is very intuitive for the wealth process simply expresses our wealth gained by
applying our investment strategy π starting with an initial deposit y0. What is, nevertheless,
more interesting is a task of hedging a financial instrument, concretely a European Call option
(EC), i.e. we look for an investment strategy π so that the terminal value Y π

T of the correspond-
ing wealth process would be equal to the EC pay-off which means Y π

T = (ST −K)+ where K is
an exercise price of the EC and ST is the price of an underlying asset at time T . Less formally
said, we can imagine EC pay-off as a random amount (contingent claim) which we will have to
pay (cover) in the future (at time T ). Our goal is to invest now (at t0 < T ) so that our wealth
at time T is equal to that random amount. Formally, it means that we need to find a solution
(Y,Z) = (Y, σ′π) to the following BSDE

dY π
t = rtY

π
t dt+ π′t[bt − rt1]dt+ π′tσtdWt, t ∈ [0, T )

Y π
T = (ST −K)+, a.s. (5)

Then, if we assume,in addition, that the matrix σ is invertible, we can express our investment
strategy as π = σ−1Z.

2.3 Infinite time horizon and Lévy driven BSDE

Since the end of 1990’s, there has been a huge progress in introducing jumps into BSDE models.
First, just by considering an additional Poisson process but gradually, the theory was built up
for general Lévy processes. The reason was, beside some specific physical tasks, that it was
more and more clear that real financial asset prices do not follow normal (or better log-normal)
distribution naturally obtained by using geometrical Brownian motion. Lévy-driven stochastic
models were capable to improve (yet not to solve completely) the problem of heavy tails and to
incorporate intuitively expected (and observed) jumps, see [4]. In this subsection we work only
with R- valued Lévy processes and we adopt the notation from [2].

Definition 2: An adapted process X =
(
Xt

)
t≥0

with X0 = 0 a.s. is a Lévy process if
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1. X has increments independent of the past, i.e. Xt −Xs is independent of Fs for
0 ≤ s < t < +∞; and

2. X has stationary increments, i.e. Xt −Xs has the same distribution as Xt−s for
0 ≤ s < t < +∞; and

3. X is continuous in probability, that is P− lim
s→t

Xs = Xt.

Remark 3: Since every Lévy process Y has a càdlàg modification X (i.e. right continuous
with left limit) which is again Lévy process (see [2], Theorem 30), we will always work with this
càdlàg process X.

When considering Lévy process in the model, one must specify what filtration is he or she
using. In our case, we take a natural filtration of X, i.e. FXt = σ(Xs, s ≤ t) and we proceed

to completion and augmentation
(
Ft
)
t≥0

of the natural filtration. We lay F∞ =
∨
t≥0Ft

def
=

σ
(⋃

t≥0Ft
)
.

Before pronouncing the existence and uniqueness theorem for infinite time horizon BSDE,
we remind a crucial lemma due to Nualart and Schoutens in [8]. First, we denote as l2 the space
of real-valued sequences (xi)i≥1 such that

∑+∞
i=1 |xi|2 < +∞ and as H2(l2) we denote the space

of l2- valued predictable processes ψ =
(
ψt
)
t≥0

such that

||ψ||2H2(l2) = E
∫ +∞

0

+∞∑
i=1

|ψ(i)
t |2dt, (6)

Lemma 1: Let X be a Lévy process whose associated Lévy measure ν fulfills

1.
∫

R(1 ∧ z2)ν(dz) < +∞,

2.
∫
(−ε,ε)c e

λ|z|ν(dz) < +∞ for every ε > 0 and for some λ > 0.

Then every square-integrable random variable F ∈ L2(F∞) has a representation of the form

F = E[F ] +
∫ +∞

0

+∞∑
i=1

ψ
(i)
t dH

(i)
t , (7)

where
{(
H

(i)
t

)
t≥0

}+∞

i=1
are strongly orthogonal martingales such that each H(i) is a linear

combination of the Teugels martingales Y (j), j = 1, ..., i associated to the Lévy process X.

Remark 4: See [8] and [2] for more details on this orthogonalization.

Using this representation result, it is sufficient to consider infinite time horizon BSDE of
the following type

Yt = ξ +
∫ +∞

t
g(s, Ys− , Zs)ds−

∫ +∞

t

+∞∑
i=1

Z
(i)
t dH

(i)
t , ∀t ∈ [0,+∞], (8)

where the ξ ∈ L2(F∞) and the function g : Ω× [0,+∞]× R× l2 → R fulfills
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(A1): There exist two positive non-random functions u(t) ∈ L1([0,+∞]) and v(t) ∈ L2([0,+∞])
such that

|g(t, y1, z1)−g(t, y2, z2)| ≤ v(t)|y1−y2|+u(t)|z1−z2|, a.s. ∀t ∈ [0,+∞], (yi, zi) ∈ R×l2, i = 1, 2

(A2):
(
g(t, y, z)

)
t≥0

is Ft-progressively measurable ∀(y, z) ∈ R× l2 with

E
(∫ +∞

0
|g(t, 0, 0)|dt

)2
< +∞.

Definition 3: A solution to BSDE (8) is a pair of processes (Y,Z) ∈ S2(R) ×H2(l2) and
satisfying (8).

For definition of S2(R) see Remark 1. Now we have all the tools to pronounce the existence
and uniqueness theorem which is due to Zheng [7].

Theorem 3: Let ξ ∈ L2(F∞) and let g satisfy the assumptions (A1) and (A2). Then BSDE
(8) has a unique solution.

In the next section we show how BSDE naturally arise in the domain of optimal control
having the meaning of conjugate variables (“generalized Lagrange multiplicators”).

3 Stochastic control

3.1 Finite horizon control problem

Let Xt,x
t be a controlled diffusion process in Rn, i.e. Xt,x

t is a solution to the (forward) SDE

dXt,x
s = b(Xt,x

s , αs)ds+ σ(Xt,x
s , αs)dWs, ∀s ∈ (t, T ] a.s. (9)

Xt,x
t = x,

where 0 < T < +∞, t ∈ [0, T ), x ∈ Rn, α = (αs)t≤s≤T is an Fs-progressively measurable
A-valued control process, A ⊂ Rm,

(
Ws

)
s∈[t,T ]

is an Rd-valued standard Wiener process, b :

Rn × A → Rn and σ : Rn × A → Rn×d are two measurable functions satisfying a uniform
Lipschitz condition in A, that means that there is a positive finite constant K so that

||b(x, a)− b(y, a)||+ ||σ(x, a)− σ(y, a)|| ≤ K||x− y||, ∀x, y ∈ Rn,∀a ∈ A (10)

Let us denote as A(t, x) the set of all admissible controls α such that

E
[ ∫ T

t
||b(0, αs)||+ ||σ(0, αs)||2ds

]
< +∞ (11)

which ensures strong existence of the diffusion process X from (9).
Furthermore, let f ∈ C([0, T ]×Rn×A) and g ∈ C1(Rn) be two functions so that the following

functional is meaningful (i.e. it converges)

J(t, x, α) = E
[ ∫ T

t
f(s,Xt,x

s , αs)ds+ g(Xt,x
T )
]
, (12)
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and we define cost function v(t, x) by

v(t, x) = sup
α∈A(t,x)

J(t, x, α). (13)

Our goal is to find such a strategy α∗ ∈ A(t, x) so that

v(t, x) = J(t, x, α∗).

Let us define generalized Hamiltonian of the problem H : [0, T ]×Rn×A×Rn×Rn×d → R
by

H(t, x, a, y, z) = b(x, a)′y + trace(σ(x, a)′z) + f(t, x, a).

We suppose thatH is differentiable in x (with the gradient denoted as∇xH) and we consider
the following BSDE

−dYs = ∇xH(s,Xt,x
s , αs, Ys, Zs)ds− ZsdWs, ∀s ∈ [t, T ) a.s.

YT = ∇xg(Xt,x
T ) a.s. (14)

Then we can formulate stochastic Pontryagin’s maximum principle providing conditions on
the optimal strategy α∗. The proof can be found in [6].

Theorem 4(Stochastic Pontryagin’s maximum principle): Let α̂ ∈ A(t, x) and X̂ be
the associated controlled diffusion process. Further, let us suppose that there exists a solution
(Ŷ , Ẑ) to associated BSDE (14) such that

1. H(t, X̂t, α̂, Ŷ , Ẑ) = max
a∈A
H(t, X̂t, a, Ŷ , Ẑ), ∀t ∈ [0, T ] a.s.

2. (x, a)→ H(t, x, a, Ŷ , Ẑ) is a concave function for all t.

Then α̂ = α∗, i.e. α̂ is optimal control strategy to the stochastic control problem (13) which
means v(t, x) = J(t, x, α̂).

3.2 Lévy-driven stochastic control problem

The question now is if we are able to generalize the previous result to Lévy-driven stochastic
control problems - both for finite and infinite time horizon. A positive answer to the first part
of the question gives us the paper [5]. We note that in case of Lévy diffusion the model is

dXt,x
s = b(s,Xt,x

s , αs)ds+ σ(s,Xt,x
s , αs)dWs +

∫
Rn

η(s,Xt,x
s− , αs− , z)N̄(ds, dz), ∀s ∈ (t, T ] a.s.

Xt,x
t = x. (15)

The new term is an integral with respect to Poisson random measure

N̄(ds, dz) =
(
N̄1(ds, dz), ..., N̄l(ds, dz)

)′ = (N1(ds, dz)−χ1(z)dν1(z), ..., Nl(ds, dz)−χl(z)dνl(z)
)′
,

(16)
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where Ni(ds, dz), i = 1, ..., l are independent Poisson random measures with Lévy measures
νi respectively, on a filtered probability space

(
Ω,F , (Ft)t≥0,P

)
satisfying the usual conditions.

The indicator functions χi, i = 1, ..., l truncate the domain of “small and big jumps”. Moreover,
we assume that the control process α is predictable, left continuous with right limits. Hand
in hand with these corrections, one must change the form of the generalized Hamiltonian to
H : [0, T ]× Rn ×A× Rn × Rn×d ×R → R so that

H(t, x, a, y, z, r) = b′(t, x, a)y + trace(σ′(t, x, a)z) + f(t, x, a) (17)

+
∫

Rn

[ l∑
j=1

( n∑
i=1

ηij(t, x, a, z)rij(t, z)
)

+
(
η′(t, x, a, z)p+ x′r(t, z)

)(
I − diag(χ)

)]
dλ(z),

where R is the set of functions r : Rn+1 → Rn×l such that the integral in (17) converges.
Again, we suppose that H is differentiable w.r.t. x.

Then the corresponding BSDE is of the form

−dYt = ∇xH(t,Xt, αt, Yt, Zt, r(t, ·))dt+ ZtdWt +
∫

Rn

r(t−, z)N̄(dt, dz)

YT = ∇xg(XT ). (18)

The assertion of the stochastic Pontryagin’s maximum principle for this Lévy case is anal-
ogous to Theorem 4, see [5].

3.3 Infinite time horizon stochastic control problem

When considering infinite time stochastic control problem, it is useful to stress that, in fact, we
are looking for a stationary optimal control α∗, that is we do not consider time dependence of
functions b, σ and f .

Then the functional to maximize is

J(x, α) = E
[ ∫ +∞

0
e−βsf(Xx

s , αs)ds
]

(19)

with the associated cost function

v(x) = sup
α∈A(x)

J(x, α). (20)

Again, the set of admissible controls A(x) is such that for all α ∈ A(x) there exist a unique
solution to (9) and the integral in (19) converges.

The question is, how the generalized Hamiltonian will look like when introducing also jumps
in the model (by using Lévy processes) and what assumptions are needed to prove the associated
Pontryagin’s maximum principle. This is the goal of my current research.

The author wishes to thank to prof. Maslowski, prof. Vošvrda and to Dr. Šmı́d for their
help, guidance and encouragement.
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