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Abstract

When studying entropy functions of multivariate probability distributions, polymatroids and ma-
troids emerge. Entropy functions of pure multiparty quantum states give rise to analogous notions,
called here polyquantoids and quantoids. Polymatroids and polyquantoids are related via linear map-
pings and duality. Quantum secret sharing schemes that are ideal are described by selfdual matroids.
Expansions of integer polyquantoids to quantoids are studied and linked to that of polymatroids.

1 Introduction

A polymatroid (N, h) consists of a finite ground set N and rank function h on the subsets of N that is
normalized h(f) = 0, nondecreasing h(I) < h(J), I C J, and submodular h(I)+h(J) > h(IUJ)+h(INJ),
I,J € N. A polymatroid is entropic if there exists a probability measure P on a finite set [[,.n X; such
that h(I) equals Shannon entropy of the marginal of P to [],.; Xj, for all I € N. This means that h
equals the entropy function of P. These functions always induce polymatroids.

In this work, a polyquantoid is introduced as a pair (N, e) with a rank function e on the subsets of N
that is normalized, complementary e(I) = e(N \ I), I C N, and submodular. A polyquantoid is entropic
if there exists a quantum state p on a complex Hilbert space &), H; of finite dimension such that e([)
equals von Neumann entropy of the reduction of p to @,.; H;, for all I C N. This means that e equals
the entropy function on p. These functions always induce polyquantoids, by properties of von Neumann
entropy.

A polymatroid/polyquantoid is integer if all values of its rank function are integer numbers. An
integer polymatroid whose values on singletons equal zero or one is called matroid. Let quantoid be
defined as an integer polyquantoid with this property.

This contribution studies interplay between polymatroids, polyquantoids, matroids, quantoids and
secret sharing schemes, both classical and quantum. In Section 2] duality of set functions is worked out.
Section [3 introduces mutually inverse linear mappings that provide a one-to-one correspondence between
tight selfdual polymatroids and polyquantoids, see Theorem [Il This correspondence can serve as a tool
for comparing problems on classical and quantum entropy functions.

In Section [, secret sharing schemes are lifted to the level of polymatroids/polyquantoids. Theorem [2]
recalls that the ideal sharing in polymatroids is governed by matroids. This result is translated to
polyquantoids in Theorem [Blthat describes the ideal quantum sharing via those quantoids that correspond
to tight selfdual matroids.

Section [B] departs from the notion of expansions of integer polymatroids to matroids. An analogous
construction for integer polyquantoids is introduced to provide expansions of polyquantoids to quantoids,
see Theorem [l Thus, the quantoids play a role of matroids in quantum settings. In Section Bl remarks
and discussion of related material and literature are collected.
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2 Duality
For set functions h with a ground set IV, the following definition
W(I) & BN\ I)+h(0) = h(N) + Y [h(i) = h(0) + h(N) = h(N \§)], TCN,
icl

gives rise to a duality mapping h — h'. A function h is selfdual if b’ = h. The functions that are
complementary, as in polyquantoids, are selfdual.

Let us say that a set function h is tight if h(N \ i) = h(N) for all i € N. If h is normalized and tight
then the definition of duality simplifies to

W(I)=h(N\I)=h(N)+> h(i), ICN

iel

Lemma 1. For any function h on the subsets of N,
(1) W' (0) = h(D),
(i) h'(i) = h(i) fori € N,
(111) W' (N) — W' (N \i) = h(N) — h(N \ i) fori € N,
(iv) W' = h,
(v) h is submodular if and only if h' is so,
(vi) if h is normalized, submodular and h(N) = h(N \ i), i € N, then h' is nondecreasing.

Proof. First two assertions follow directly from the definition. For K C J the equality

W(J) = 1K) = h(N\J) = h(N\K)+ Y [h(i) = h(0) + h(N) = h(N \ )]

ieJ\K

implies (74). Choosing K = N\ I and J = N, it rewrites to

h(I) = I(N\T)+h(®) = F'(N)+ Y [h(i) — h(0) + h(N) = h(N\i)], ICN.

el

By (i), (ii) and (i), the right-hand side equals h”(I) which proves (iw). If h is submodular then
I+~ h(N\1) is so whence h' is submodular. Then, the equivalence (v) holds by (iv). If h is normalized
and h(N) > h(N \ i), i € N, then for J O K

W(J) = W(K)>h(N\J)—h(N\K)+ Y h(i).

i€J\K
If h is also submodular then the right-hand side is nonnegative whence (vi) holds. (]

Corollary 1. The duality mapping restricts to an involution on the (tight) polymatroids.

3 Tight selfdual polymatroids and polyquantoids

Let h and e be set functions with the ground set N. The linear mappings e — e” and h — h" introduced

here by
I)+> e(i) and hY(I)2 —1> n@), ICN,

i€l i€l
are mutually inverse, (¢")¥ = e and (h¥)" = h. They provide a natural link between the polymatroids

and polyquantoids.

Theorem 1. The mappings e — e" and h — h" restrict to mutually inverse bijections between the
polyquantoids and the tight selfdual polymatroids.



Polymatroids and polyquantoids 3

Proof. Let (N, e) be a polyquantoid. Since e is normalized e”((}) = 0. The submodularity of e is equivalent
to that of ", and implies e(N \ I) < e(N \ J) + > ,cre(i) for I € J C N. By complementarity,
e(l) < e(J) + e nseli), and thus e"(I) < e"(J). Therefore, (N,e") is a polymatroid. Since e is
normalized and complementary

e (N) = e(j)=e(N\i)+ Y ej)=e"(N\i), i€N,

JEN FEN\G

thus e” is tight. For I C N it follows that

(€)' (I) = (N\T) = e (N)+ Y _e(i)
iel
- [e(zv\f) + 3 e(i)} S el 23 eli) = e (1),

ieN\I i€EN il

thus e” is selfdual.
Let (N, h) be a tight selfdual polymatroid. Since h is normalized A" () = 0. Since h is tight and
selfdual h(I) = h(N\I)—h(N)+>,c; h(i), I € N. Then, h(N) is equal to 1 3.\ h(i). It follows that

RYNAT) = [BD) = h(N) + 3 hD)] =4 3 @) =h"(), TCN,

ieN\T ieN\T

thus k" is complementary. The submodularity of h implies that of h¥. Therefore, (N, h") is a polyquan-
toid. O

Remark 1. The above proof provides also arguments for the assertion that the mappings e — e” and
h — hY restrict to mutually inverse bijections between the class of normalized complementary functions
and the class of normalized tight selfdual functions, dropping submodularity in Theorem [l

Corollary 2. The mappings e — e" and h — h" induce mutually inverse bijections between the integer
polyquantoids and the integer tight selfdual polymatroids whose values on all singletons are even.

Corollary 3. The mappings e — e” and h — h" induce mutually inverse bijections between the quantoids
and the integer tight selfdual polymatroids whose values on all singletons equal zero or two.

4 Ideal secret sharing

Given a polymatroid (N, h), an element 0 of N is perfect if h(0 U I) — h(I) equals h(0) or zero, for all
I C N\ 0. In the latter case, I is authorized for 0. By submodularity,

ROUI)—h(I)>h(0UJ)—h(J), ICJCN\O.

Hence, h(0UI)—h(I) = 0 implies 0 > h(0UJ)—h(J), and h(0UJ)—h(J) = h(0) implies h(0UI)—h(I) >
h(0). The two inequalities are tight as h is a polymatroid. Thus, the family of authorized sets for 0 is
closed to supersets and the family of sets I C N\ 0 with h(0UT)—h(I) equal to h(0) is closed to subsets.
This is referred to as heredity. If 0 is perfect and h(0) > 0 then the two families are disjoint and cover
all subsets of N\ 0, which is referred to as dichotomy.

In a polymatroid (N, h) with a perfect element 0 € N, an element ¢ € N \ 0 is essential for 0 if it
belongs to some set I that is authorized for 0 and h(0U T\ i) — h(I \ i) = h(0). As a consequence,

h(i) 2 h(I) —h(I\i)=h(0UI)—h(I\i) = h(0UT\i)—h(I\i)=h(0),

since h is submodular and nondecreasing. A perfect element 0 in a polymatroid (N, h) is ideal if each
i € N\ 0 is essential for 0 and h(i) = h(0).

For example, in any matroid (N, r) each element is perfect. Given 0 € N, aset I C N\ 0 is authorized
for 0 if and only if a circuit contained in 0 U I contains 0. If r(0) = 0, thus 0 is a loop, then alli € N\ 0
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are essential for 0. Hence, 0 is ideal if only if #(N) = 0. Otherwise, when r(0) = 1, 7 is essential for 0
if and only if there exists a circuit of the matroid containing 0 and i. Therefore, 0 is ideal if only if the
matroid is connected. Each element of any connected matroid is ideal.

When restricting to the entropic polymatroids, the above notions correspond to the information-
theoretical secret sharing schemes.

The following assertion claims that existence of an ideal element implies matroidal structure. It follows
from an existing result, see Section 6l but a self-contained proof is presented for convenience.

Theorem 2. If a polymatroid (N, h) has an ideal element then there exists a matroid (N,r) and t > 0
such that h =tr.

Proof. Let 0 € N be an ideal element of the polymatroid. If h(0) = 0 then h(i) = 0 for all i € N whence
(N, h) is a matroid and the assertion holds with any ¢ > 0. Let h(0) > 0.

The idea is to prove that ‘if L C N is nonempty then there exists ¢ € L such that h(L) — h(L \ ¢)
equals h(0) or zero’. This implication and an induction argument on the cardinality of L show that all
values of h are multiples of h(0). As a consequence, h equals a matroid rank function multiplied by
t=h(0)> 0.

If L C N contains 0 the implication holds with £ = 0 because 0 is perfect.

If L C N\ 0 is authorized, h(0 U L) = h(L), then h(0UI) = h(0) + h(I) for some I C L, e.g. I = ().
Such a set I is chosen to be inclusion maximal. By dichotomy, I & L. Let £ € L\ I. Since I is maximal
and 0 perfect, £ U I is authorized, h(0 U£U I) = h(¢ U I). This and submodularity imply

h(OUL\L)+h(0ULUT)
h(€) + h(I)

(OUL)+h(0UI)=h(0UL)+ h(0) + h(I),

h
h(CUI)=h(0ULUI).

VoWV

As 0 is ideal, h(0) = h({), and it follows by adding that h(0 U L\ ¢) > h(0 U L). Thus, h(0 U L\ ¢) =
h(0U L) = h(L) because h is nondecreasing and L authorized. This implies that h(L) — h(L \ £) equals
h(OU L\ £) — h(L\ ¢) which is zero or h(0) by perfectness of 0. Hence, the implication holds for every
L authorized.

By dichotomy, it remains to consider a nonempty subset L of N \ 0 such that h(0 U L) equals
h(0) + h(L). Since 0 is ideal, any ¢ € N \ 0 is essential for 0. Taking some ¢ € L there exists an
authorized set K, h(0 U K) = h(K), such that £ € K and h(0U K \ ¢) equals h(0) + h(K \ ). Such a
set K is chosen to obtain the cardinality of K \ L minimal. By dichotomy, K is not contained in L. For
every k € K \ L the minimality implies that the set L U K \ k, containing the chosen ¢, is not authorized.
In turn, since h is submodular, L U K authorized and h nondecreasing

h(k)+ h(LUK\k)2hLUK)=h(0OULUK)>h(OULUK\k)="h(0)+h(LUK\k).

The above two inequalities are tight because h(0) = h(k), using that 0 is ideal. Therefore, h(L U K) =
h(k) + h(L UK\ k) for k € K\ L. By induction,

hIU(K\L)=hI)+ > h(k), ICL.
keK\L

This implies that h(L)—h(L\¢) equals h(LUK)—h((LUK)\ ). The previous part of the proof is applied
to the authorized set K in the role of L and the non-authorized set K \ £ in the role of I to conclude that
h(0U K\ ¢) = h(0 U K). This implies that h(0U (LU K) \ £) equals h(0 U L U K) which coincides with
h(L U K) because L U K is authorized. Hence, h(L) — h(L\ ¢) equals h(0 U(LUK)\ ¢) —h((LUK)\ ¢)
which is zero or h(0) by perfectness of 0. Thus, the implication holds for all nonempty L C N\ 0. [

Given a polyquantoid (N, e), an element 0 of N is perfect if e(0 U I) — e(I) equals e(0) or —e(0), for
all I C N\ 0. In the latter case, I is authorized for 0. The definition of perfectness does not change
when requiring that e*(0 U I) — e"(I) equals e"(0) or zero. Thus, 0 is perfect in (N,e) if and only if
it is perfect in the polymatroid (N,e”). Therefore, supersets of authorized sets are authorized and the
equality e(0UT) —e(I) = e(0) with I C N\ 0 is inherited by the subsets of I. The dichotomy takes
place whenever e(0) > 0.
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In a polyquantoid (N, e) with a perfect element 0 € N, an element ¢ € N \ 0 is essential for 0 if there
exists a set I which authorized for 0, contains ¢ and e(0 U I \ i) — e(I \ i) = e(0). This is equivalent to
saying that ¢ € N \ 0 is essential for 0 in the polymatroid (N, e”). Hence, e(i) > e(0) once ¢ is essential
for 0 in (N,e). A perfect element 0 in a polyquantoid (N, e) is ideal if each i € N\ 0 is essential for 0
and e(i) = e(0).

Theorem 3. If a polyquantoid (N, e) has an ideal element then there exists a tight selfdual matroid (N, r)
and t > 0 such thate =tr".

Proof. If 0 € N is ideal in the polyquantoid then 0 is ideal in (N, ") which is a tight selfdual polymatroid
by Theorem [II Theorem Pl implies that e* = ¢r for ¢ > 0 and a matroid rank function r. Hence, 7 is
tight, selfdual, and e = (") = (tr)Y =¢tr". O

As a consequence, if 0 is an ideal element of a polyquantoid then I C N \ 0 is authorized for 0 if and
only if 0 € C C 0UI for some circuit C' of the tight selfdual matroid that is assigned to the polyquantoid
in Theorem [3]

5 Expansions

A set function h with a ground set N ezpands to a set function h* with a ground set N# if there exists
a mapping ¢ on N ranging in the family of subsets of N# such that h*(|J,c; ¢(i)) equals h(I) for all
ICN.

Each integer polymatroid (N, h) can be expanded to a matroid as follows. Let ¢ map ¢ € N to a set
#(i) of cardinality h(i) such that these sets are pairwise disjoint. Writing ¢(1) = (J;c; ¢(i), I € N, the
construction

h: K = min [h(J) + K\ ¢(D)]], K Co(N),

defines a matroid (¢(N), he) called a free expansion of (N,h). The value hy(K) depends on K only
through the cardinalities of the sets ¢(i) N K, i € N. The minimization can be equivalently over the sets
that satisfy

(ieN: o) NK#0}DJD{ie N:D+#¢(i) C K}

since h is nondecreasing and submodular. Such sets J are termed to be adapted to K. Hence, hy(o(1))
equals h(I) for all I C N, using that {i € I: ¢(i) # 0} is the unique adapted set to ¢(I), and thus h
expands to hg.
For any integer polyquantoid (N, e), an analogous construction is introduced as follows. Let ¢ map
i € N to aset ¢ (i) of cardinality e(i) such that these sets are pairwise disjoint, ¥)(I) = J,c; ¥(i), I C N,
and
ey K0 min [e(J) + K a9()l], K SpN).

Let (¢(N),ey) be called a free expansion of (N, e). The minimization can be equivalently over the sets
adapted to K, using that e is normalized, complementary and submodular. Therefore, e, (1(I)) = e(I),
I C N, thus e expands to ey indeed.

The following assertion shows that from the viewpoint of expansions, quantoids are for polyquantoids
what matroids are to polymatroids.

Theorem 4. Any free expansion of an integer polyquantoid is a quantoid.

Proof. Let (N,e) be an integer polyquantoid and ¢ a mapping as above. By definition, e, (K) = |K]| if
K C (i) for some ¢ € N. In particular, ey is normalized and its values on singletons equal one.
For J C N adapted to K C ¢(N), the set J' = {i € N\ J: (i) # 0} is adapted to ¥(N) \ K and

e(J) + K 8 9(J)| = e(J) + [((N) \ K) & ($(J))|

using e(J) = e(N \ J) = e(J'). Moreover, J — J’ is a bijection between the families of those sets that
are adapted to K, resp. to ¢(N) \ K. It follows by minimization that ey (K) equals ey (1(IN) \ K), thus
ey is complementary.
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To prove that ey is submodular, let K, L C ¢)(N) and
ey(K) = e(l) +[K s y(I)| and ey(L) = e(J) +[L A 9(J)|
where T is adapted to K and J is adapted to L. Ase(I)+e(J) 2 e(IUJ)+e(INJ) and
K a9 +[Lay()] = [(KUL)Ap(TUJ)|[+[(KNL) sy NJT)|
the submodularity of e, follows. O

In the remaining part of this section, expansions of polymatroids and polyquantoids are compared by
means of the mappings e — e” and h +— h".

Let (N, h) be an integer polymatroid with h(i) even for all i € N and (¢(N), hy) its free expansion.
Then, each set ¢(i) can be partitioned into two-element blocks m = {k, ¢} having k, ¢ € ¢(i) different.
Let ¢*(i) denote the set of all blocks in such a partition, ¢*(I) = J,c; ¢*(i), I € N, and

has*(M)éh«ﬁ(UM)Z%g[h(J)HUMW(J)Ha M C ¢*(N).

This defines a polymatroid (¢*(IN), hy+) called here 2-factor of (¢(IN), he). By definitions, (IV, h) expands
to (¢*(N), hg+) which in turn expands to (¢(IN), he).

The following assertion indicates a correspondence between the free expansions of polymatroids and
polyquantoids.

Lemma 2. If (N,e) is an integer polyquantoid, h = e", (¢(N),he) a free expansion of (N,h) and
(¢*(N), hg-) its 2-factor then (¢*(N), (hy+)") is a free expansion of (N,e).

Proof. For M C ¢*(N)

(ho-)Y (M) = hg- (M) = 5 ) he-({m}) = hs(UM) — M|
meM
using that hg«({m}) = hg(m) = 2. Since e(j) = h(j)/2 = |¢*(j)| for j € N, if J C N then h(J) =
e(J) + |¢*(J)|. Then, by the definition of polymatroid expansions,

(hg-)" (M) = min [e(]) + |6 ()] + UM\ ¢(J)] ] = [M]

Here, |UM \ ¢(J)| = 2|M \ ¢*(J)|. Since |¢p*(J)| + |M \ ¢*(J)| — |M] equals |¢*(J) \ M| it follows from
definition of polyquantoid expansions that (hg«)" coincides with ey-. O

In the above lemma, the integer polymatroid h = e” is tight and selfdual, by Theorem[Il The following
two lemmas imply that the expansion hy and its 2-factor hg- have the same properties. Hence, Theorem[
can be proved alternatively by combining Theorem [[] with Lemmas 2] Bl and [4l This argument is more
involved but illustrates the interplay between the two kinds of expansions.

Lemma 3. If an integer polymatroid is tight and selfdual then so are its free expansions.

Proof. Let (N,h) be an integer polymatroid and ¢ a mapping with |¢(:)| = h(i), i € N, as above. For
k € ¢(N) there exists unique i € N such that k € ¢(¢). Assuming that h is tight he(@(N\7)) = h(NV\i) =
h(N) = hy(o¢(N)). This implies hy(d(N) \ k) = hg(@(IN)) whence hy is tight.

By definition, hy(K) = |K| if K C ¢(i) for some ¢ € N. Hence, assuming that h is tight and selfdual,
for a set J C N adapted to K C ¢(N),

h(T) + K\ ()] = AN\ J) = h(N) + |o(J)] + [K \ ¢(J)]
=h(N\ J) = hg($(N)) + K| + | (6(N) \ K) \ (¢(N \ )] .

Minimizing over the adapted sets, it follows that hy(K) = he(dp(N) \ K) — he(é(N)) + |K|. Since J is
adapted to K if and only if J' = {i € N\ J: ¢(i) # 0} is adapted to ¢(N) \ K this inequality is tight.
Thus, hy is selfdual. O
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Lemma 4. If an integer polymatroid is tight, selfdual and takes even wvalues on all singletons then all
2-factors of its free expansions are tight and selfdual.

Proof. Let (N, h) satisfy the assumptions. Keeping the notation of the proof of Lemmal[3] for m € ¢*(N)
there exists unique ¢ € N such that m C ¢(i). Since h is tight hs(p(N \ 7)) equals hy(p(N)). Hence,

he= (9" (N)\ {m}) = hg(d(N) \ m) = hg(H(N \ ©)) = ho($(N)) = hy+(¢"(N))

In turn, hg- is tight.
By Lemma[3 (¢(N), hy) is selfdual. Hence, for M C ¢*(N)

(hg=)'(M) = hg- (67 (N)\ M) = h- (¢ + Y he({m})

meM
= ho(o(N)\UM) — hg + D he(k) = he(UM) = he- (M)
keUM
using that hg-({m}) = 2 = hg(k) + hy(¢) where m = {k, £}. O

6 Discussion

The polymatroids [10, 5] 14] have been studied for decades and history of the matroid theory [I6] is even
longer. The duality defined in Section [2is in general different from known ones, as those in [14} 16, 20],
since it conserves values on singletons, see Lemma [I(i7). For matroids without loops and coloops, the
duality coincides with the usual one [16, 2.1.9]. Functions called above selfdual are in literature also
termed identically selfdual. Tightness is a notion suitable for this work but not used elsewhere. A
matroid is tight if and only if it has no coloop.

The problem which polymatroid is entropic is of interest for information-theoretical approaches to
networks and cryptography, and beyond, for references see e.g. [21 [T} [12]. Its quantum version, asking
which polyquantoid is entropic, has also attracted considerable attention [17, [@] [3].

Ideal secret sharing schemes were investigated first in a combinatorial setting [2]. Theorem [2] is a
consequence of [1I, Theorem 2], building on [2, Theorem 1]. The presented proof is based on the approach
of [I]. Quantum secret sharing schemes go back to [4, [7, 6]. Ideal sharing and matroids were discussed
recently in [I8,[19]. Theorem[Bsolves a question related to [I8] Fig. 2]. It implies that the access structure
of any ideal quantum secret sharing scheme must be generated by circuits of a tight selfdual matroid.

Free expansions were proposed independently by several researchers, see [8, [I3] [I5]. If an entropic
integer polymatroid expands to a matroid then the latter is the limit of entropic polymatroids [12]
Theorem 4]|. The quantum analogue of this assertion is open.
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