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Abstract. In evideuce theor3'various rules were proposed to clefine conditional beliefs and/or plau-
sibilities (or basic assignrnents). However, there exist no generalll'accepted criteria along which
these rules can be compared. In this paperrve concentrate to three of them (Dernpster's condi-
tioning rule. focusing and the approach based on lower and upper envelopes of sets of conditional
probabilities) to stutly their mutual relationship. A new conditional rule for variables is presented
afterrvalds alrd its Corr €Ctness is proven.
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Introduction

Conditioning belongs to the most inrportant features of any model of uncertainty and therefore it is
quite natural that it lras also been strrdied witlrin eviderrce theory ťrom its very beginning. In evidence
theor1,, in contrary to the probabil istic frarnework (and similari l 'to possibii istic one), various rules were
proposed to clefine conditionrri beliefs aucl/or plausibilities (or conditional basic assignurents) [1-3,5] .
Howe'n'er, there exist no generally accepted criteria along which these rules can be compared. In this
pa,pel we rvill concentrate to three of them: Deurpster's conditioning rule (as it is the "classical" one).
focusitrg (as it i-s. in a rr,'ay, symmetric to Dempster's conditioning rule) and the approach based on lower
and upper envelopes of set of probabilities (as it has a nice probabilistic interpretation).

From the t'is\a,point of multidimensional Bayesian-networks-iike models the generalization of the con-
ditioning rules frout events to variables is inevitable. Conditioning mle is not only used to define condi-
tic-'nal basic assignments (or conclitional beliefs/plausibilities), but also conditional irrelevzrnce basecl on it
plays a principal role in this kind of models. in [8] we introduced generalizations of both Dernpster's con-
ditioning rule ancl focusiug, however none of thern seems to be appropriate for clefinition of conditional
irrelevance. NIore precisell', conditional irreler.ance based on these rules is uot impliecl by conclitional
independence, u,'hich is not only unusual. but also rneakens power of these models in evidence theory.
T}rereÍbre the need for alotlrer conditiorring ru]e for variables appeared' In t}ris papel we introduce it
ancl prove its correctness. Its lelationship to conditional indqrenclence [6, 7] is behind tl're scope of this
paper and will be studied in the future.

Tlie paper is organized as follows. After a brief introduction of necessary concepts and notations
(Section 2) in Section 3 niutual relationship alnong above mertioued conditioning rule for events is
studied, while in Section .1 a nev, conditioning rule for rariabies is introclucecl and its colrectness is
pro\ren.

2 Basic Concepts

In t}ris section we rvill brieÍly recal] basic concepts Írorn eviderrce theory [5] concerning SetS. set frinctions
atrcl nrargína]ization.

For an index set l{ : {1,2,...,n} let {X1i.E1' be a systeu of variabies, each X.; having its r. 'alues in
a Írriite'set X;. In this paper \'!e wi]l cieal with multi,rlimensiottal frame of discernm,ertt

ln

anrl its subfrantes (for K c A )

When dcaling with groups

{Xr}r.r tlrroughout the paper.

X . r ' : X 1  xX2x " . xX ' .

XK :  X , . r .X t .

of variables on tiiese subfrarnes. X1 will denote a group of variables
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A p r o j c , r : 1 1 o n r l f  r : ( . r ' 1 . ; r 2 . . ' . ' . ť , , )  € X x , i r r t o X 7 1  r v i l l  b r : d e r r o t e < ] . . | 1 ( , i . e .  Í b r K : { i ' . i ' . . . . . i l }

J J Á  :  ( r i . '  J i , . . . . . J i l )  e  X r .

Arralogcrrrslt.. for JlI C /( g '\. arrd Á C Xn-,.4]l1 rvill cierrote a pro.jec:tion, of Á into Xn7:l

A t r ^ I  -  
{ y € X , r l  | ) x e  A : . g : y ' L l t \ ,

In eviclence theory' [5] (or Denipster-Shafer theory) two uleasures are userd to tnodc:i the uncertaiutl':

belief aucl plausibil itv nrensures. Both of thenr can be clcfined with the help of another set function called

a basic (probabtlity ot llel,ief ) cLssignm,erú ?}?' ()u xN, i.e.,

rn :  P(X,y) --)  [0,1].

f  rn(Á) : t '
á C X r

Frtrthe-'rtnore. \ve assulne that nr(0) :0' A set Á €  2(xN) is a focal elent,ent if nr(Á) > 0, therefore, to

characterrize a basic assigunrent we ma)' confine ourselves to focal elernettts ancl their I'alrtes.

Belie'f anc] plausibtltty rfLeasures trre defirrec] for any Á C xr./ b1' the equalities

R . r Í  l \  -  \ -  , , ' /  P \- l J 1 ' l \ u | |

ISCA

P t ( 4 \ :  \ -  n r ( R \r  { \ , r ,  -  
, /  

t t t \ u ! .

Bn,A,+0

rvhcre 2(X1,,) is 1lorr'er sct oť X1. arrcl

( 1 )

(2 )

respectiYely.
It is rvell.knorvn (ancl evidellt frorn these forlrrrrlae) that for arry Á e 2(xN)

Be I (A )  Š P1(Á) .

Pt(A) :  r  -  Be.I(Ac).

u'lrere ÁC is the set coniplenretlt of Á € 2(xl ) Furtlrertrrore, basic assignrnelrt can

beIief firrrction via \Ió-biLrs itrl'ersi<ln:

(3)
(.1 )

be corlputed Íiorn

nu(Á) : I  (-t)tot. ,|  a,t1a1,
Bq .4

i .c. an1'of these three functions is sufficient to clefine values of the rernaining tu'o.

\Vhen cleirlirrg rvith ilulticlirriensiorral rncidels, nrarginalizatiorr plays an irnportatrt role. For a basic

assignrrrent r}r on X6 arrcl '11 C I{, a rnargi,nal bas,ic assiqnm,ent oÍ rn orr X1l is defined (fbr eaclr

Á C X.11):
\ 1 ,  t .  \ -r r r r " ( . - { )  =  L  r t r ( B ) .

BeXx
p! t r  =7t

Conditioning of Events

Colrclitioriirrg }lelclngs to the nlost íniportant topics of arr1,. tlretlry dealirrg lvitlr uncertainty. Fronr tilt:

..16111,ptlitlt of corlstructiorr crť Bayesian-nelrvork-iike rrrultidirtrcnsional lrrodeis it seerns tcl be irievitable.

In this sectir.rri rve will conflnt, ourselves to conclitioning of etents, in the next one rve int'rocluce the

generalizirtioll of (sonre of ) them to conciitional -"'ariables.

l  Let ..s r 't.ntark that u,e r lo ttot exclrtde situations u.herr '4;l .:0. In t lr is casc Ár@ = 0.

( 5 )

( 6 )
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3.1 Dempster's Conditioning Rule and Focusing

IIt eYidence theorl' the "t:lassirral" conclit ioning mle is so-callec'l Dempste:r'.s nile oJ'cond,tt.ionittgckrfincrl
for arrv A# AC X1,, anrl B C X.v s'ch that pt(B)> 0 by the forrnula

m(A lB ) :
D m@)

CCX,v:C' 'nB=Á

Pt(B)

a n c l  m ( 0 l B )  : 0 .
Lct us note that forntula (7) is a special case of l)empster's mlr: cif combination, rnhen combining

basic assignrnent m with anotirer nrB silch tl iat nr6(B) : l.
ltom this forrnula one can immediately obtain:

Be I (Au  B c )  -  Be t (B c )

(7)

r  -  BeL (B c )
P t (A )  B )

Pt (B)

This is not the only possibility horv to make conditioning, another - in a rvay svmmetric r:ondi-
tionirrg rule is the following one ctriled focusing <lefinecl for an1, A + A C X,ry and B C X,n, such that
Bel(B) > 0 bv the formula

Be:t(AlB) :

P L (A IB ) :

í f  Ae  B ,

otherwise.

Front tlle foilowing tn'o equalities olle call see, in u'hich sense are these two conclitioning rules svr.-
metric:

Bet(AllB) : u"!(!'n 
P) .Bet(B)

PI(A l lB)  :  Pt(A9 Bc) - ! t@c)
L  -  P I (Bc  )

These mies are based on different philosophies. Focusing assigns positive values only to those elements
r'r'hiclt are subsets of R, whlle Dempster's rule of conditioning to those which haye nonelipty intersectiou
with i t .

It is evident, that focusing is applicable in less cases than Dernpster's rule, because of relatiol (3),
hence from this poirrt of view the latter seerns to l-,e rnore advantageoris.

On the other liand, frorn the computational viewpoint the latter is more suitable, as it produces less
focal elenrents (arrd itl any oť tlrern a bigger ..lnass.. is coritaine<]; cf' a]so Exarrrple 2). Dtre to tliis fact it
lllay seem that focusing produces bigger intervals than Dempster's rule, more precisely that

Be't(Al lB) ! BeI(AlB) < Pt(AlB) < Pt(. l lB). ( 8 )

It can also bc seen from the follov'itrg example denionstrating the difference betrveen Denrpster'j r'le of
corrd i t  ion ing anr l  focus ing.

E:tarnple ,1. Let X : {o.Ď. c} and rlz on X be ciefirrecl as follcirvs:

m ( { o } )  : n l ( { Ď } )  : n ' ( { c } )  : 1 .
6 ,  ( e )

r n ( { a . b } ) :  n i ( { Ď .  c } )  :  m , ( { o .  , D  : :
(l

Let '4: {Ó} and 3: {b,c}. First let us c.orrtptrte belief and plausibil ity oťcontlit icrrl ing set {ó.c}.

m(AtJB): 
{r"{B

Bet({b,d :; and Pt({brc}) : 
;



Thcn u'e lttrve

{Ď} ancl {c} are t}re
Using thcse resnlts
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2

nr( { ó} i {ó. .1 ; -= r(!)-1.",!!. Ď})

rn({c}|{Ď..tl :49#4

r r i (  t l .  r .} l{ó . . .}  )  :  { !Ó . .ť- :. J | 1 " . . j , P l ( { b . r } )

as {a.  ó} n {ó.  c} :  {b} anc l  {o ' .  c} n {b. .} :  {r:},  whi ic

l l r , ({ó}] |{Ď.  c})  :  1Í i |} l .  :  t" " t 1 -  B r t \ { b . " } 1  3 '

nl({c}||{Ó...11: =,,]-1l i). : 1" " ' t  B ( l \ t b . c \ )  3 '

nr({Ď.c}]|{Ú.c} l :  ] ! i9; .}] .  -  1.
B t t ( l b . t ' | 1 )  3 '

onlv proper subsets oť {ó, c}.
ne obta in that

se l ( {b} | \b .4 )  : ?  and  P l ( {b} l {Ď '  C} )

Br: i ({c i l{Ď. .})  :  
;  

anc] r i ({ó}|{o.c})

Be l ( {b} ] |{ ó . . } ) : . i  and  P l ( {b} | |{ r . c } )

BeI({c}]|{Ď. .})  :  
i  

anc l  P l ({c}| l{b, .})

, " (  { r ) )nt({c}l{b."}t i iTi i

rri({b.c}|{Ď."tl :ff i

a s  { n . b }  n  { Ó . c i :  { t ' }  a nd  x .  {Ď . " }  :  { l , ' c } .  r v h i l e

t n ( ] b } , | { Ó . , , } )  -  i r i ( { b } )  -
" ' t ' -  B e l ( { b . c } ) -

r r r ( { r ' } l { i  ) \  m ( { r ' } )t \ ( ' J  )  :  
B ( l ( 1 b_h :

1
;

3
5 ' ,
3
5 '
2
3 ' ,
L

,)

as expected. 0

Nevertltcless. inequality (8) does riot hold in general, as can be seen from the following sirnple example.

Et.arnylle 2. Let x : {e'Ó. c} and rrt otr X be definecl as follolvs:

n i({tr})  :  nr({Ď}) :  'n({c}) : ( 10 )

To shon'that (8) need not

r t r ( {a .  Ď} )  :  m ' (X )  :

holcl let us courpute

I
B e t ( \ b ^ " ) )  : ;  a n d  P t ( { b , c } )

Thcn lve har,e

n r ( { ó } | {Ď .  c } )  :
n i ( { ó} )  +  m({o .  b} )

P I ( {b .  c } )

1
4 '
1
8 '

3
,t

z

1

5'
I

6

1
^|'2

1

, ,
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as {i,,} and {c} are tlre only srtbsets oÍ {Ď.c}. Flont tltese corr<lítional basic assigrrrttetrts u.e obtai[:

r2
B t l ( { l t }  l b . c l \ :  -  a r r r l  P l ( l b l l i l . r } 1 =  

" .2  ' '  "

Bc:/({c}l{a,.}) :  l.)
B € l ( {b} l l { l ' '  

"} )  
:  ]2

l

Be t ( { c } l ! { b , . } )  :  l
2

i.e. inequalitv (8) is not satisfied. Furtherrnore,

ar rc l  P/ ({b} l{Ď. . i )  . -  : ,2

anc ]  P1 ( {Ď} l l {Ď , . i )  :  : ., 2

an r l  11 ( { c } l | {Ď . . } )  :  1 ., 2 ,

in this case Íbcusing produces precise conditionals' o

3.2 Lower and Upper Envelopes

Another conditioning rule, based on lower and upper envek.rpes of sets probabilities, can be found in [3].
UnÍbrtrinatel1., tlris cor.rditionirrg rrr]e docs ttot exist in a closed forrti, but nlrtst be cottiputecl frclrri be]iefs
and plausibil it ies

Be l ( A l , BS : Bet (Aa B)
Be I ( AnB )+P I (AC .B ) '

Pt(Al.B) : =- , ' !(^? u) .
PI (A )  B )  +  Be t (Ac  a  B )

via \Ióbirrs inr'erse (5). From this ptrint of view it does not seem to be very useful either for generalization
to conditiona] variab]es or e\'en Íbr ii defiliition of cclnclitiona] irrelevarice'

The follorving theorem reveals tire relationship between this way of conditioniug ancl the prececling
tY.'o.

Theorem I. Let A. B C X be two euents. Then:

(?)

Bet(A l"B) < Bet(A lB) < Pt(A lB) < Pt(A1.8) .
(ii) if furtherntore A C B then also

Be l (A | , ' B )  !  Be I (A t |B )  Š P1( ,4 ] lB )  <  P l (A l , ' B )

ProoJ'. Q) First let us prove the last inequalitl':

P t (An  B )
P l ( A t  B )  -  B t l ( A c  .  B )

Pt(Ao B) <
Pr(B)

To do so, it is enough to prove that

( 1 1 )

(  12)

(13)

( 1-1)Pt(B) > PI(An B) + Bet(Ac n B),

as the numerators on both sides of (13) are the sarrie. Let us rev'rite the right-hand side of this
inequality b1' forniulae (2) and (1) an<1 we will obtain

t m(:)i t nt(c:1 (  1 5 )
C:Ca (AnB) lA C C A ( ' . 8

If Cn(Á.B) + 0, then C g (AC oB), herrce the two sunrs itr (15) are or'er different clemertts. Since

({C:Cn( ,4n  4+A} u{Cq (+c  na) f i  c  {C:  CnB +A}
it follou,s that (15) is not greater thati

t
C .B

m(C ) :  P t ( B ) .

i .e .  (1a) is  sat is f ied.
The first inequality in (11) follows from the last one due to ({)
( c f .  ( 3 ) ) .

*a
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(ii) Here u'e u'il1 fir'st prove

ancl then we obtain that

the íirst inequality:

Be l ( Aa  B )  . -  Be l ( A )  B )

W> B" t (B)
Annlogurs to the previorls case, it is enough to prove that

Be l (B )  Š Bd(A  n  B )  +  P I (AC  )  B ) ,  (17 )

as the nuuterators on both sides of (16) are the sarne. Let us rewrite the right-hand side of this
ineqrralitv by forrnulae (1) ancl (2) ancl we u.ill obtain

To prove that (18) is not less than

Bct \B\ :  I  mtc1 .
C'CB

i .e. that (17) is satisfieii, it is t"nough to realize that

( {C :C  e  (ÁnB)}  U{Cu(ÁC  n  q+aD ]  {C :  C  C  B} .

Tlie sccorrd ineqrralitv ilr (12) follou's direcl.ly frorn (3) arid the last orre due to (1) Íiorri t]te first
ol1e. !

Let r.rs presetlt an example demonstrating the difference in imprecision of rnentiorrecl conditioniug
rules. For this purpose let let us t'ecall Example 1.

Erarnple 1. (Continued) Lat us recall that.4: {l} and B: {b,c}. From (9) rve can easily colnpute

uet({b}) :  
i  

anc l  Pt({bD :; ,

B € 1 ( { c } )  : á  a r r c l  P l ( k } ) : :

( 1 6 )

(1s)

B e l ( { b }  | " { Ď , . } )  :

Be t ( { c}  1 . , {b ,  " } )  
:

P l ( { Ď } ] " { Ó .  c } )  :

P I ( { c} | ,  {b ,  c } )  :

Bet({b})  1
se l({b}) + Pr({c})  4

Be l ( { c} )  _  t
Be l ({c :})  + P l ({ó i )

P r ({b})
P l ( { Ó} )  +  Be l ( { c} )

P l ( { c} )

4 '

1
3
4P l ( { c } )+  Be l ( { Ó } )

ThcreÍbrc' irr this exarttple

B c 1 ( { ; r i l . . { Ď . . } )  < B e l ( { : r : } | l { Ď ' " } )  < 6 e l ( { r } | { ó . . } )  < r / ( { r } | { Ó . c } )  < P l ( i . l } l l { l , ' " } )  < P 1 ( { r i | . { Ó . c } ) .

for an1' :r : Ď' c. trs expectecl. 0

3.3 OtherPoss ib i l i t ies

Fornrulae (8) and (11) are. in a rva.v, evidential corittterparts ciť conclitiolring in probabilistic frarrrervork'
Let us notc that seeniingiv "natut'al" rva1, of conclitioning

m(Al, ,B) :  ' ' \ ! ::)  (19)
m\r i  )

is rtot pcrssible, sittce rtt(A|,B) neecl trot be a btrsic assigl}lrlent. aS Can be seeu Íiorrr the folloiving sirriple
exantple. It is caused bv a sirnple f'act that nl, in contrary to Bel and Pl is not monotonous u,ith respect
to set ittclusion.
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Eram,ple:2. (Cort.tinued) For abor.e define basic assignnrent (10) using (19) one would obtain

n l ( {o} | r , {a .  b} )  :  n l ( {Ď} | ' , {o .  b} )  :  2 .

which is out of the fiamervork clf evideuce the<-rry. O

Ner'ertlreless, ťather tlran in conditional beliefs ancl plausillilities of cr.ents \\le are ilrterested in corrdi-
tioning by variabies, therefore v'e will not studl' other conclitioning rules (l2l), because their generalization
for variables is rather questionable. The problem of a proper definition of conditioning rule for variables
q,il l be in the centcr of our attention in the uext section.

4 Conditioning of Variables

In [8] we presented tlie follorving tra'o conditiouing nrles for r.ariables generalizations of Dempster's
conditioning rule and focusing.

Definition 1. Let X6 and Xt (K 3 L :0) be tivo groups of r,arial;les with ralues in X6 and X;,
respectively. Thcn the condit,ional basic assigrtment accordzng to Dempster,s contLttioning rllle oť X6
gir.en X1 € B C X; (for B sucli that PI(B) > 0) is defined as fol]olvs:

f f i x* l x "@ lB ) :

t m@)
C l X x r r - :

( C n B r  x o r l t x  - n

D | ( p \

ťor A l a anď nt,617?p1 :0' Similarly, lhe condit,ional basic assignment according to focusing <lf X11
gir,en X1 e B c X; (for B such that Bel(B) > 0) is defined by the equalitl'

t ? ?xx | | ; i . (Á l IB )  :

\ -  n t (C\
Z2

C ! X 1 e 1 :

C C B Í K O L k C ' ! K : A

Be t (B )

Íbr  any  A  l 0  a l d  m6x1(a | |B )  :0 ,

Although we proved [8] that both of these conditioning rules are correct. we sinrultaneously showecl
that none of them is appropriate for defrnition of conditional irrele"ance, as none of them is implied by
conditional independence 14,6]. This fact substantiallv clecre'ases possibility of construction and appli-
cation of Bayesian-netll'ork-like nroclels in thc' framell'ork of evidence theorr.. Therefore ll'e propose the
foliowing one, although its pre-irnage for conclitioning of events is senseless (cf. Exrrmple 2).

Definition 2. Let X6 and, Xr, (K O L : A) be ťuo gro'q)s of rariables with Ltalues in X6 andXy.
respecti,uely. Then the c:ondit,ional basi,c assign,rnent of X6 giuen X1 € B C X1 (for B such thatm(B) >
0) is defirted as follows:

nt(C)

f f i xn l , ,Y , . (A l , ,B)  :
m(B)

f o r a n y Á C X Á - .

It is evident that tlie conditioning is defined onir'lbr focal elements of t)re ularginal basic assignuient.
but rl,e do not consider it a substantial disadvantage, because all the information about a basic assignment
is concentrated in focal elements.

Norv. let us prove that this clefinition is correct.

T l reorem 2.  Setfunct ion,  I f lX, ; j .Xt  deÍinedfor any, f ixed B e Xr,  suchthatm(B)>0 by Def in i t ion 2
.is a bas,ic assignmerú ort X6.

(20)
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Pr.oof. L<:t B CXL lle sucli that ln(B) > 0. As nonnegati\' ity of tlr '1,-;,.x.,(Á|1,B) for art1'--1 Q X6. arrd
t]re fac.t thiit rrr'1, ),,x,(a|pB):0 Íbl]orv direct]v frorri tlre clcfirl it icln. to plcx'e that nz5,.i,,x' ' is a basic
assignrnent it is enough to shou-that

t t m(cr) : t nr(c)
l C X x  C ! X n 1 7 - :  C ! X i i 1 r -

\ -  /  . r  D \

L  / l / ' Y i i | , ' . Y r  ( Á | | l J )  l .

Á C x i i

To check it, lct us surn the \'alues of the nlunerator in (20)

C ! K _ A K C ! L : B  C ! 1 . : B

:  mtL  (B ) .

rvhere thc last equalitv fbliows directly fronr (6).

5 Conclusions

Tlre aim of this papcr was to clariÍy the re]ationship alrrorrg three conditiorring rules (for events) in
evidence theor1,. \\te proved that conditioning l;ased on upper ancl lo$'er envelol)es of set of probabilities
covers botli the intervtrls producecl by Dempster's conclit ioning rule aud those produced bv focusing.
Further.trrore \ň,'e sho$-ed that tiierc is no irrclusion betu.een Dernpster.s rule of conditionillg and focusirrg.

\\re aiso suggested a new conclitioning rule for variables, rvhich seerns to be rnore prolnising from the
viewpoint of conditional irrelevarrce (ancl its relationship to conclitional indepenclence [6,7]). and proved
its correcttress. It reniains to stucll,' the reiationship betu,een conditional inclependence ancl irrelevance
l;asecl on lhis conclitioning rule, rvhich rn'iii be the most irriportant topic of or-rr future rc.search.
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