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Abstract. We present a mathematical framework for the so-called multidisciplinary free material optimization
(MDFMO) problems, a branch of structural optimization in which the full material tensor is considered as a design
variable. We extend the original problem statement by a class of generic constraints depending either on the design
or on the state variables. Among the examples are local stress or displacement constraints. We show the existence
of optimal solutions for this generalized FMO problem and discuss convergent approximation schemes based on the
finite element method.
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1. Introduction. Free material optimization (FMO) is a branch of structural optimiza-
tion. The underlying FMO model was introduced in [4] and further studied in several papers
such as, for example, [3, 23]. The design variable in FMO is represented by the full elastic
stiffness tensor that can vary from point to point. The method is supported by powerful op-
timization and numerical techniques which allow scenarios with complex bodies, fine finite-
element meshes and many load cases. FMO has been successfully used for conceptual design
of aircraft components; the most prominent example is the design of ribs in the leading edge
of Airbus A380 [11].

The basic FMO model has certain limitations, though. For example, structures may fail
due to high stresses, or due to lack of stability (see [12, 13] for further discussion). In order
to prevent this undesirable behavior, additional requirements have to be taken into account
in the FMO model. Typically, such modifications lead to additional constraints on the set of
admissible materials and/or the set of admissible displacements. These constraints usually
destroy the favorable mathematical structure of the original problem (see [12, 13]).

As a consequence, the standard theorems ensuring the existence of optimal solutions and
convergence of appropriate approximation schemes fail to hold. In particular, it turns out that
in order to prove the existence of optimal solutions of the extended FMO problem, completely
different mathematical tools have to be applied. The tool used in our paper is the so-called
H-convergence introduced by Murat and Tartar [20, 15], a concept originally invented in the
context of homogenized materials.

In the first part of the paper we briefly list the classic FMO results and discuss various
ways of proving the existence of optimal solutions. We then formulate a class of multidis-
ciplinary FMO problems (MDFMO) and use H-convergence in order to prove the existence
of optimal solutions under reasonable assumptions. Then, in Section 3, we propose an ap-
proximation scheme for continuous setting of MDFMO problems, which is based on the
discretization of the design space by piecewise constant functions. We further prove that a
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(Jaroslav.Haslinger@mff.cuni.cz).,
†School of Mathematics, University of Birmingham, Birmingham B15 2TT, UK, and Institute of Information

Theory and Automation, Academy of Sciences of the Czech Republic, Pod vodárenskou věžı́ 4, 182 08 Praha 8,
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subsequence of optimal solutions of the discrete problems converges to a solution of the orig-
inal problem in an appropriate sense. Finally, we discuss convergence of fully discretized
optimization problems, and propose a discretization based on the finite element method.

Throughout this paper we use the following notation: We denote by SN the space of sym-
metric N×N matrices equipped with the standard inner product 〈·, ·〉 defined by 〈A,B〉 :=
Tr(AB) for any A,B ∈ SN , where Tr(C) denotes the trace of the matrix C ∈ SN . We
further denote by SN+ the cone of all positive semidefinite matrices in SN and use the abbre-
viation A < 0 for matrices A ∈ SN+ . Moreover, for A,B ∈ SN , we say that A < B if
A−B < 0, and similarly for A 4 B. Finally, we denote by L∞(Ω,Sn) and L∞(Ω,Rn), re-
spectively, the spaces of matrix-valued and vector-valued functions which are componentwise
in L∞(Ω).

2. The mathematical model and existence of optimal solutions.

2.1. The basic FMO model. Material optimization deals with optimal design of elastic
structures, where the design variables are material properties. The material can even vanish
in certain areas, thus the so-called topology optimization (see, e.g., [5]) can be considered a
special case of material optimization.

Consider an elastic body occupying an N -dimensional bounded domain Ω ⊂ RN with a
Lipschitz boundary, where N ∈ {2, 3}. By u(x) ∈ RN we denote the displacement vector at
a point x, and by

eij(u(x)) =
1
2

(
∂ui(x)
∂xj

+
∂uj(x)
∂xi

)
, i, j = 1, . . . , N

the linearized strain tensor. We assume that our system is governed by linear Hooke’s law,
i.e., the stress is a linear function of the strain

σij(x) = Eijk`(x)ek`(u(x)) (in tensor notation),

whereE is the elastic (plane-stress forN = 2) stiffness tensor. The symmetries ofE allow us
to write the 2nd order tensors e and σ as vectors in RN̄ , with N̄ = N(N + 1)/2, for instance
we obtain for N = 2:

e = (e11, e22,
√

2e12)> ∈ R3, σ = (σ11, σ22,
√

2σ12)> ∈ R3 .

Correspondingly, the 4th order tensor E can be written as a symmetric N̄ × N̄ matrix. As-
suming again N = 2, the corresponding matrix reads as:

E =

E1111 E1122

√
2E1112

E2222

√
2E2212

sym. 2E1212

 . (2.1)

In this notation, Hooke’s law is expressed by σ(x) = E(x)e(u(x)). In the rest of the paper
we will use this simplified notation. To avoid confusion with the stiffness matrix introduced
later, we will call E the material matrix.

For given external load functions f ∈ L2(Γ; RN ), g ∈ L2(Ω; RN ) we consider the
following boundary value problem of linear elasticity:

Find u ∈ H1(Ω; RN ) such that
−div(σ) = g in Ω

σ · n = f on Γ
u = 0 on Γ0

σ = E · e(u) in Ω .

 (2.2)
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In what follows, we assume that g = 0, i.e. the volume forces are neglected. Here Γ and Γ0

are open disjoint subsets of ∂Ω. The corresponding weak form of (2.2) reads as:

Find u ∈ V such that (2.3)∫
Ω

〈E(x)e(u(x)), e(w(x))〉dx =
∫

Γ

f(x) · w(x)ds ∀w ∈ V,

where V = {w ∈ H1(Ω; RN ) |w = 0 on Γ0} reflects the Dirichlet boundary conditions.
Below we will use the abbreviate notation

aE(w, z) :=
∫

Ω

〈E(x)e(w(x)), e(z(x))〉dx (2.4)

for the bilinear form on the left hand side of (2.3) to denote that the system (2.3) will be
parametrized by E. In free material optimization, the design variable is the material matrix
E which is a function of the space variable x (see [4]). The only constraint on E is that it is
physically reasonable, i.e., that E is symmetric and positive semidefinite. This gives rise to
the following definition of the feasible set

E0 :=
{
E ∈ L∞(Ω,SN̄ ) | E < 0 a.e. in Ω

}
. (2.5)

This choice of E0 is due to the fact that we want to allow material/no-material situations.
A frequently used measure of the stiffness of the material matrix is its trace. In order to
avoid arbitrarily stiff material, we add pointwise stiffness restrictions of the form Tr(E) ≤ ρ,
where ρ > 0 is given. Moreover, we restrict the total stiffness by the constraint v(E) ≤ v̄.
Here v(E) is defined as

∫
Ω

Tr(E)dx and v̄ > 0 is an upper bound on overall resources1.
Accordingly, we define the set of admissible materials as

E := {E ∈ E0 | Tr(E) ≤ ρ a.e. in Ω, v(E) ≤ v̄} .

Note that these assumptions do not necessarily imply the uniform ellipticity of the bilin-
ear form aE . To this end we define

uE ∈ V : uE := arg inf
u∈V

{
1
2
aE(u, u)−

∫
Γ

f · u ds
}
. (2.6)

We are now able to present the minimum compliance single-load FMO problem

inf
E∈E

c(E) (2.7)

subject to
uE satisfies (2.6),

where c(E) :=
∫

Γ
f · uE ds. This objective, the so-called compliance functional, measures

how well the structure can carry the load f .

2.2. Various ways how to prove the existence of solutions. Problem (2.7) can be (up
to a constant factor) rephrased as the following saddle-point problem:

inf
E∈E

sup
u∈V
−Π(E, u) . (2.8)

1The total stiffness is often interpreted as a volume, analogously to topology optimization. That is why we call
the constraint a ‘volume constraint’, as it sounds better than ‘constraint on overall resources’
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Here Π(E, u) is the total potential energy of the deformed body given by

Π(E, u) =
1
2
aE(u, u)−

∫
Γ

f · u ds.

The existence theory in [3, 23, 14] is based on classic saddle-point arguments applied to
this rewritten problem. The existence proof in [14] guarantees not only the existence of an
optimal materialE∗, but also the existence of an associated displacement field u solving (2.3)
for E := E∗. As long as no explicit access to the state variable u (or σ) is needed, the same
argumentation remains valid if the basic problem setting is extended by convex constraint
functionals that are weakly-∗ lower-semicontinuous in the design variable E. An example of
such an additional constraint is the minimal eigenvalue function defined in [17]. Alternatively,
the existence of optimal solutions can be proved by means of the following closed formula
for the compliance functional in (2.7):

c(E) = sup
u∈V
−Π(E, u). (2.9)

Now the existence of optimal solutions follows directly from the facts that
• the set E is weakly-∗ compact in L∞(Ω,SN̄ ) [3],
• the function supu∈V −Π(E, u) is weakly-∗ lower-semicontinuous [22],

see, for instance, [8, Theorem II,1.4]. At first glance this argumentation seems to be attractive,
as unlike the saddle-point approach no convexity of the cost functional and admissible set is
required. On the other hand, any information on the displacement field associated with the
optimal material is lost. In the worst case this means that the optimal solution is physically
meaningless. The situation becomes even more involved when explicit knowledge of the state
variables is needed, for instance, when problem (2.7) is extended by state constraints. In this
case none of the arguments above can be used. The reason is that once the state variable u
is constrained, the equivalence to the saddle-point problem (2.8) or the problem formulation
arising from the closed-form compliance (2.9) function is lost (see, e.g. Appendix A in [10]).
A viable alternative seems to be the regularization of the set E :

Eε := {E ∈ E | E < εIN̄ a.e. in Ω} , (2.10)

where ε is a small positive number and IN̄ the unit matrix in SN̄ . Then it is possible—due to
the uniqueness of the solution to (2.3) for each E ∈ Eε—to consider pairs of the design and
state variables (E, u) ∈ Eε × V such that u is a solution of (2.3) associated with E. Now it
is well known (see e.g. [1]) that for each sequence of pairs (En, un) ∈ Eε × V (ε > 0 being
fixed) one can find a subsequence converging to a limit pair (E, ū) ∈ Eε × V in the sense of
the weak-∗ topology in Eε and the weak topology in V . It is not, however, true that the limit
state ū is a solution of the limiting state equation associated with E.

2.3. H-convergence. A usual way how to overcome the difficulty mentioned at the end
of the previous section is to make use of H-convergence, going back to Tartar [20] and Murat
and Tartar [15]. In order to do so, we define another set of admissible materials

Eα,β :=
{
E ∈ L∞(Ω,SN̄ ) | αIN̄ 4 E 4 βIN̄ a.e. in Ω

}
, (2.11)

where 0 < α < β are given. Using this set, the definition of H-convergence is as follows (cf.
Definition 1.4.1, [1]):

DEFINITION 2.1. A sequence of admissible materials {En} in Eα,β is said to H-converge
to an H-limitE∗ if, for any right hand side g ∈ L2(Ω; RN ) and f ∈ L2(Γ; RN ), the sequence
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{un} of solutions to (2.2) with E := En satisfies

un ⇀ u∗ weakly in V
σn := Ene(un) ⇀ σ∗ := E∗e(u∗) weakly in L2(Ω; RN̄ ),

i.e. u∗ ∈ V is the solution of

−div(E∗e(u)) = g in Ω
E∗e(u) · n = f on Γ

u = 0 on Γ0 .

Subsequently, we use notation En
H→ E∗. We will also use standard notation En

∗
⇀ E for

weak-∗ convergence of the sequence {En} to E. Now, on the basis of this definition, one can
prove H-compactness of Eα,β (cf. Theorem 1.4.2, [1]).

THEOREM 2.2. For any sequence {En} in Eα,β there exists a subsequence, still denoted
by {En}, and a (‘homogenized’) E∗ ∈ Eα,β such that {En} H-converges to E∗.

REMARK 2.3. Originally, the definition of the underlying set of admissible materials
used in H-convergence for elastic systems is different from (2.11), cf. formula (1.120) in [1].
It can be shown, however, that both definitions are fully equivalent in the sense of (2.1).

REMARK 2.4. The concept of H-convergence has been originally introduced for PDEs
subject to Dirichlet boundary conditions only. However, it is known that all important re-
sults remain valid in more general situations, such as, for instance, problems with mixed
Dirichlet/Neumann conditions (see Proposition 1.4.6 in [1] or [9]).

2.4. The existence proof based on H-convergence. Next we want to apply Theorem
2.2 in order to give an alternative existence proof for the regularized version of problem (2.7)
(among others) which uses the set Eε instead of E . For this purpose, we use the following
result.

LEMMA 2.5. The set Eε is H-compact.
Proof. Setting α = ε and β = ρ/N̄ , we obtain

Eε ⊂ Eα,β .

Given a sequence {En} in Eε, due to the compactness of Eα,β with respect to weak-∗ con-
vergence and Theorem 2.2 we can pass to a subsequence denoted by the same symbol that
weakly-∗ converges to a limit material E and H-converges to an H-limit E∗. Then it is know
from [1, Proposition 1.4.9] that

E∗ 4 E.

The latter inequality implies

Tr(E∗) ≤ Tr(E) a.e. in Ω and
∫

Ω

Tr(E∗) dx ≤
∫

Ω

Tr(E) dx. (2.12)

As Eε is closed in the weak-∗ topology, we know that

Tr(E) ≤ ρ a.e. in Ω and
∫

Ω

Tr(E) dx ≤ v

and therefore we conclude from (2.12)

Tr(E∗) ≤ ρ a.e. in Ω and
∫

Ω

Tr(E∗) dx ≤ v.
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Consequently, Eε is closed in the sense of H-convergence and hence is H-compact.
Now we consider a class of cost functionals

J : Eε × V → R (2.13)

with the following property:

En
H→ E, En, E ∈ Eε

vn ⇀ v in V

}
=⇒ lim inf

n→∞
J(En, vn) ≥ J(E, v), (2.14)

i.e. cost functionals that are lower semicontinuous w.r.t. the design E in the topology induced
by H-convergence (referred to as H-lower-semicontinuous below) and lower semicontinuous
w.r.t. the state in the sense of the weak topology in V . The following existence theorem can
be proved exactly as Theorem 1.2 in [7, ].

THEOREM 2.6. The regularized free material optimization problem

inf
E∈Eε

J(E, uE) (2.15)

with J satisfying (2.14) and uE ∈ V solving (2.3) has at least one solution.
Typical examples satisfying assumption (2.14) are
• the compliance functional:

J(E, uE) := c(E) (2.16)

• the tracking functional:

J(E, uE) := ‖uE − u0‖2(L2(Ω))N
with u0 ∈ V given (2.17)

• stress functional:

J(E, uE) :=
∫

Ω

σE(x)> ·MσE(x) dx, (2.18)

where M is the von Mises matrix and σE = Ee(uE), for instance.

2.5. Extensions: design dependent functionals. Next we want to introduce a general
class of functionals which are H-lower-semicontinuous w.r.t. the design variable E. Follow-
ing [21] we consider functionals of the form

Φ : Eε → R (2.19)

E 7→
∫

Ω

ϕ(E(x)) dx

where ϕ : SN̄ → R is monotone in the sense

A 4 B ⇒ ϕ(A) ≤ ϕ(B), A,B ∈ SN̄ . (2.20)

Then the following proposition relates weakly-∗ lower-semicontinuity of the functional Φ to
lower-semicontinuity with respect to H-convergence (see [2, Theorem 2]).

PROPOSITION 2.7. Let ϕ be continuous and nondecreasing in the sense of (2.20). Let
further Φ defined by (2.19) be weakly-∗ lower-semicontinuous. Then Φ is also H-lower-
semicontinuous.



MULTIDISCIPLINARY FREE MATERIAL OPTIMIZATION 7

An example of Φ satisfying the assumptions of Proposition 2.7 is, for instance, the func-
tional

v(E) =
∫

Ω

TrE dx.

Note that, thanks to Proposition 2.7, any weakly-* lower semicontinous functional Φ :
Eε → R of the form (2.19) with (2.20) satisfies (2.14) for the regularized FMO problem
(2.15). Thus one can add to the feasible set Eε any constraint of the type

Φ(E) ≤ C,

C ∈ R given, without loosing the existence result of Theorem 2.6.

2.6. Extensions: state constraints. The goal of this section is to extend the regularized
FMO problem (2.15) by state constraints of the type

gI(uE) ≤ Cu or gII(σE) ≤ Cσ (Cu, Cσ ∈ R given)

with some weakly lower-semicontinuous functionals gI , gII . In order to do so, we define the
solution map S : Eε → V that assigns each admissible material E ∈ Eε the unique solution
uE = S(E) of the state equation (2.3). Then we can also write σE = Ee(S(E)). Next
we assume that for each element En of the sequence {En}, the corresponding state variables
un = S(En), σn = Ene(S(En)) satisfy the constraints gI(un) ≤ Cu and gII(σn) ≤ Cσ .
We may assume without loss of generality that the sequence {En} H-converges to some E in
Eε. Then we know from the definition of H-convergence that

• {un} converges weakly to u ∈ V where u = S(E)
• {σn} converges weakly to σ ∈ L2(Ω; RN̄ ) where σ = Ee(S(E)).

Now weak lower-semicontinuity of gI and gII implies that the state constraints hold for the
limiting states as well, i.e. gI(u) ≤ Cu and gII(σ) ≤ Cσ and we can formulate the following
theorem.

THEOREM 2.8. Let gI and gII be weakly lower-semicontinuous functionals of the state
variables uE and σE , respectively. Then the set

Eε,gI ,gII := {E ∈ Eε | gI(uE) ≤ Cu, gII(σE) ≤ Cσ} ,

is H-compact.
Proof. The H-compactness follows immediately from the H-compactness of Eε and the

H-closedness of Eε,gI ,gII which was outlined above.
Below we list some constraint functionals satisfying the assumption of Theorem 2.8:
• Linear displacement constraints of the form∫

Ω

d(x) · uE(x) dx ≤ C,

where d ∈ L2(Ω; RN ).
• tracking type displacement constraints of the form

‖uE − u0‖2(L2(Ω))N
≤ C,

with u0 ∈ V given.
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• Integral stress constraints of the form∫
ω

σE(x)> ·MσE(x) dx ≤ C,

where ω ⊂ Ω and M is either the unit or the von Mises matrix.
Note that, due to the properties of the trace operator, both types of the displacement con-
straints may also be formulated for the boundary displacements only.

We conclude this section by formulating the multidisciplinary free material optimization
problem (P) whose discretization will be discussed in the next section:

inf
E∈Eε

J(E, u) (2.21)

subject to
u = S(E), (2.22)
gI(u) ≤ Cu, gII(σ) ≤ Cσ , σ = Ee(S(E)), (2.23)

where gI : V → R, gII : L2(Ω; RN̄ ) → R and Cu, Cσ ∈ R. If J, gI , gII satisfy the
assumptions formulated above, then problem (P) has a solution.

3. Discretization and convergence analysis in MDFMO. This section is devoted to a
two-level discretization of (P) followed by a convergence analysis. In the first level only the
design set Eε will be discretized while the continuous setting of the state problem will be kept.
In the second level we add a discretization of the state problem to get a fully discrete scheme.
Convergence results will be established separately for state constrained and unconstrained
problems.

3.1. Discretization of the design set. In order to construct inner approximations {Eεκ},
κ→ 0+, of Eε, we follow closely [7].

Let {Tκ} , κ→ 0+, be a family of partitions of Ω into mutually disjoint subsets Ωi ⊂
Ω, i = 1, . . . ,m := m(κ):

Ω =
m⋃
i=1

Ωi, (3.1)

max
i

diam(Ωi) ≤ κ. (3.2)

With any such Tκ we associate the following subset of Eε:

Eεκ =
{
E | Ei := E|Ωi ∈ P0(Ωi), Ei < εIN̄ , Tr(Ei) ≤ ρ, i = 1, . . . ,m;

m∑
i=1

Tr(Ei)|Ωi| ≤ v
}
, (3.3)

where |Ωi| = meas Ωi. Eεκ consists of all material matrices E ∈ Eε that are piecewise
constant over the partition Tκ.

The first level approximation (P)κ of (2.21)-(2.23) reads as follows:

inf
Eκ∈Eεκ

J(Eκ, u) (3.4)

subject to
u = S(Eκ), (3.5)
gI(u) ≤ Cu, gII((σ) ≤ Cσ , σ = Eκe(S(Eκ)). (3.6)
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In (P)κ we use the discrete set Eεκ defined by (3.3) but the state u ∈ V statisfies the equation
(2.3) with E := Eκ. In what follows we shall suppose that all assumptions on J , gI and gII
which guarantee the existence of an optimal solution E∗κ to (P)κ are satisfied for any κ > 0.

3.2. Convergence analysis. Next we shall examine if there is any relation between so-
lutions of (P) and (P)κ when κ→ 0+. We start with problem (P) without state constraints.
Its discrete form is given by (3.4) and (3.5). The following result plays the key role in our
analysis.

PROPOSITION 3.1. The system {Eεκ} , κ→ 0+, with Eεκ defined by (3.3) is dense in Eε
in the following sense: for any E ∈ Eε there exists a sequence {Eκ} , Eκ ∈ Eεκ, such that

Eκ → E, κ→ 0 + in (Lp(Ω))N̄×N̄ ∀p ∈ [1,∞). (3.7)

Proof. We define Eκ by

Eκ|Ωi =
1
|Ωi|

∫
Ωi

E(x) dx, Ωi ∈ Tκ

i.e., Eκ is the L2-projection of E onto the space of piecewise constant functions over Tκ. For
such a sequence (3.7) is satisfied. Moreover Eκ satisfies all the constraints characterizing the
set Eε. Hence Eκ ∈ Eεκ.

COROLLARY 3.2. Let {Eκ} , Eκ ∈ Eεκ, satisfy (3.7). Then ([16])

uκ := S(Eκ)→ u := S(E) in V, κ→ 0 + .

In addition to (2.14) we shall suppose that J is continuous in the following sense:

Eκ → E in
(
L2(Ω)

)N̄×N̄
vκ → v in V as κ→ 0+

}
=⇒ lim

κ→0+
J(Eκ, vκ) = J(E, v). (3.8)

THEOREM 3.3. Let the cost functional J satisfy (2.14) and (3.8). Then for any sequence
{(E∗κ, u∗κ)} , u∗κ = S(E∗κ), of optimal pairs of (P)κ one can find a subsequence {(E∗κj , u

∗
κj )}

such that

E∗κj
H→ E∗

u∗κj ⇀ u∗ in V as j →∞ .

}
(3.9)

Moreover, (E∗, u∗) is an optimal solution of (P). Any accumulation point of {(E∗κ, u∗κ)} in
the sense of (3.9) possesses this property.

Proof. The existence of a subsequence satisfying (3.9) with u∗ = S(E∗) follows from
Lemma 2.5, the fact that Eεκ ⊂ Eε for any κ > 0 and the definition of H-convergence. Let
E ∈ Eε, be arbitrary and

{
Eκ
}
, Eκ ∈ Eεκ be a sequence with the property (3.7). From the

definition of (P)κ it follows that

J(E∗κj , u
∗
κj ) ≤ J(Eκj , uκj ), uκj = S(Eκj ).

Therefore

J(E∗, u∗) ≤ lim inf
j→∞

J(E∗κj , u
∗
κj ) ≤ lim

j→∞
J(Eκj , uκj ) = J(E, u),

where u = S(E), making use of (2.14), (3.8), (3.9) and Consequence 3.2.
Examples of cost functionals satisfying (2.14) and (3.8) are the compliance functional

(2.16), the tracking functional (2.17), and the stress functional (2.18).



10 J. HASLINGER, M. KOČVARA, G. LEUGERING, AND M. STINGL

3.3. Discretization of the state equation. In what follows we shall suppose that the
parameter κ > 0 characterizing the discretization of Eεκ is fixed. In order to discretize the state
equation (2.3) we introduce a family of finite-dimensional subspaces {Vh},Vh ⊂ V, ∀h > 0,
which is dense in V:

∀v ∈ V ∃{vh}, vh ∈ Vh : vh → v in V, h→ 0 + . (3.10)

Let Eκ ∈ Eεκ be given. We use the Galerkin approximation of (2.3):

Find uh ∈ Vh such that
aEκ(uh, wh) =

∫
Γ
f · whds ∀wh ∈ Vh .

}
(3.11)

This problem has a unique solution uh := uh((Eκ). This enables us to define the solution
map Sh : Eεκ 7→ Vh by uh := Sh((Eκ), Eκ ∈ Eεκ.

The second level approximation (P)κh of (3.4) and (3.5) reads as follows:

inf
Eκ∈Eεκ

J(Eκ, uh)

subject to
uh = Sh(Eκ) .

 (3.12)

Suppose that h and κ are fixed and the cost functional J is lower-semicontinuous on
Eεκ × Vh. Using the classic compactness arguments one has the following existence result.

PROPOSITION 3.4. Problem (3.12) has a solution.
To study the convergence properties of the proposed discretization, let us consider a fixed

κ > 0, h→ 0+, and denote by (E∗κh, u
∗
h) , u∗h = Sh(E∗κh), an optimal solution pair of (3.12).

Then one can find subsequences {E∗κhj}, {u
∗
hj
} such that

E∗κhj → E∗κ ∈ Eεκ in (L∞(Ω))N̄×N̄

u∗hj ⇀ u∗κ in V, j →∞

}
(3.13)

using that all E∗κh, κ > 0 fixed, belong to the same finite dimensional space and {u∗h} is
bounded in V . Let w̄ ∈ V be given and {w̄h}, w̄h ∈ Vh, be such that (see (3.10))

w̄h → w̄ in V, h→ 0 + . (3.14)

Letting j →∞ in

aE∗
κhj

(u∗hj , w̄hj ) =
∫

Γ

f · w̄hjds

we obtain

aE∗
κ
(u∗κ, w̄) =

∫
Γ

f · w̄ ds

making use of (3.13) and (3.14), i.e. u∗κ = S(E∗κ). From (3.13) it also follows that u∗hj → u∗κ
in V, j → ∞. If J satisfies (3.8) then using the same approach as in Theorem 3.3 one can
show that (E∗κ, u

∗
κ) is an optimal pair for (Pκ). We have just proved the following result.

THEOREM 3.5. Let J satisfy (3.8). Then for any sequence {(E∗κh, u∗h)}, of optimal pairs
of (P)κh , κ > 0 fixed, one can find a subsequence {(E∗κhj , u

∗
hj

)} such that

E∗κhj → E∗κ ∈ Eεκ in (L∞(Ω))N̄×N̄

u∗hj → u∗κ in V, j →∞ .

}
(3.15)
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Moreover (E∗κ, u
∗
κ) is an optimal pair of (P)κ. Any accumulation point of {(E∗κh, u∗h)} in the

sense of (3.15) possesses this property.
REMARK 3.6. Arguing as in [1, p. 83] one can find a filter of indices such that

E∗κjhj
H→ E∗, j →∞

where E∗ is a solution of (2.21) and (2.22), provided that J satisfies (2.14) and (3.8).

3.4. The constrained case. Rather than discretizing the state constrained MDFMO
problem (P) given by (2.21)-(2.23) directly, we approximate it by a penalty method.

For this purpose we define a penalty functional j : R → R associated with the state
constraints gI(uE) ≤ Cu and gII(σE) ≤ Cσ , respectively. In the sequel we shall assume
that the following assumptions hold for j:

j ∈ C(R,R), j(t) = 0 ∀t ≤ 0, t1 ≤ t2 ⇒ j(t1) ≤ j(t2) ∀t1, t2 ∈ R. (3.16)

Then, instead of (P), we consider a family of problems (Pγ) (γ > 0):

min
E∈Eε

Jγ(E, uE), (3.17)

where

Jγ(E, uE) := J(E, uE) +
1
γ

(j(gI(uE)) + j(gII(σE))) ,

uE = S(E) and σE = Ee(uE). The following result follows immediately from (2.14),
(3.16) and the definition of H-convergence.

PROPOSITION 3.7. The functional Jγ satisfies (2.14) for all γ > 0.
COROLLARY 3.8.

1. Problem (Pγ) has a solution for all γ > 0.
2. If in addition Jγ , γ > 0 fixed, satisfies also (3.8) then all approximation results

stated in Theorems 3.3 and 3.5 hold true for (Pγ) as well.
Now let {γj} be a sequence of penalty parameters tending to zero as j → ∞. Then we

derive the following relation between (P) and (Pγj ), j →∞.
THEOREM 3.9. Let {(E∗j , u∗j )} be a sequence of optimal pairs of (Pγj ). Then one can

find a subsequence {(E∗jk , u
∗
jk

)} and elements E∗ ∈ Eε,gI ,gII and u∗ = S(E∗) such that

E∗jk
H→ E∗

u∗jk ⇀ u∗ in V as k →∞ .

}
(3.18)

Moreover (E∗, u∗) is an optimal pair of (P). Any accumulation point of {(E∗j , u∗j )} in the
sense of (3.18) has this property.

Proof. From Lemma 2.5 and the definition of H-convergence follows the existence of a
subsequence (E∗jk , u

∗
jk

) and a pair {E∗, u∗E} ∈ Eε × V such that

E∗jk
H→ E∗

u∗κj ⇀ uE∗ in V
σ∗κj ⇀ σE∗ in

(
L2(Ω)

)N
, k →∞,

 (3.19)

where u∗κj = S(E∗κj ), σ∗κj = E∗κje(u
∗
κj ), uE∗ = S(E∗) and σE∗ = E∗e(u∗). Now using

the definition of (Pγjk ) one has:

Jγjk (E∗jk , u
∗
jk

) ≤ Jγjk (E, uE) ∀E ∈ Eε
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implying that

J(E∗jk , u
∗
jk

) +
1
γjk

(
j(gI(u∗jk)) + j(gII(σ∗jk))

)
≤ J(E, uE) (3.20)

holds for any E ∈ Eε,gI ,gII as follows from (3.16). Hence

0 ≤ j(gI(u∗jk)) + j(gII(σ∗jk)) ≤ γjk
(
J(E, uE)− J(E∗jk .u

∗
jk

)
)
.

If γjk → 0+, k →∞ then

j(gI(u∗jk)) + j(gII(σ∗jk))→ 0, k →∞. (3.21)

But j ◦ gI and j ◦ gII are weakly lower-semicontinuous so that

lim inf
k→∞

(
j(gI(u∗jk)) + j(gII(σ∗jk))

)
≥ j(gI(uE∗)) + j(gII(σE∗)) ≥ 0.

From this and (3.21) we see that j(gI(uE∗)) + j(gII(σE∗)) = 0, i.e. E∗ ∈ Eε,gI ,gII . Finally
letting k →∞ in (3.20) and using (2.14) and (3.16) we arrive at

J(E∗, uE∗) ≤ lim inf
k→∞

J(E∗jk , u
∗
jk

)

≤ lim inf
k→∞

Jγjk (E∗jk , u
∗
jk

)

≤ J(E, uE) ∀E ∈ Eε,gI ,gII .

Thus (E∗, uE∗) is an optimal solution pair of (P).
In Section 4 we will consider the following choices of Jγ :
• Compliance functional with penalized displacement constraints

Jγ(E, uE) := c(E) +
1
γ

∑
i=1,2,...,ndis

j
( ∫

Ω

di(x) · uE(x) dx− ci
)
, (3.22)

where di ∈ L2(Ω; RN ) and ci ∈ R, i = 1, 2, . . . , ndis, define ndis linear displace-
ment constraints.

• Compliance functional with penalized von-Mises stress constraints

Jγ(E, uE) := c(E) +
1
γ

∑
i=1,2,...,m

j
(
‖σE‖2M,(L2(Ω))N

− sσ|Ωi|
)
, (3.23)

where ‖σE‖2M,(L2(Ωi))
N :=

∫
Ωi
σE(x)>MσE(x) dx with

M =


2 −1 −1 0 0 0
−1 2 −1 0 0 0
−1 −1 2 0 0 0
0 0 0 6 0 0
0 0 0 0 6 0
0 0 0 0 0 6

 ,

sσ ∈ R is a given stress bound on Ωi ⊂ Ω for all i = 1, 2, . . . ,m.
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4. Numerical solution of MDFMO problems.

4.1. The discrete MDFMO problem in algebraic form. In this section we derive fully
algebraic formulations of problems (3.12) and (3.17). The Galerkin approximation (3.11)
is realized by a standard finite element approach. For this purpose, Ω is partitioned into
quadrilateral elements Ωi ⊂ Ω, i = 1, . . . ,m. For the sake of simplicity of notation, we
use the same partitioning for the discretization of the design space (see Section 3.1) and the
state space. We further assume that the space Vh is spanned by continuous functions that
are bilinear (in 2D) or trilinear (in 3D) on every element. Such a function can be written
as u(x) =

∑n
i=1 uiϑi(x) where ui is the value of u at the ith node and ϑi is the basis

function associated with the ith node (for details, see [6]). Thus, each function u ∈ Vh can
be identified with its nodal displacement vector u ∈ Rn̂, where n̂ = N · n.

The discrete state equation reads as

A(E)u = f , (4.1)

where A(E) is the stiffness matrix arising from the discretization of the bilinear form aE and
f is the load vector. The discretized MDFMO problem (3.17) in algebraic form becomes:

min
E=(E1,E2,...,Em)∈(SN )m

Ĵγ(E,uE), (4.2)

subject to

uE = A(E)−1f ,

Ei < εIN̄ , i = 1, . . . ,m,
Tr(Ei) ≤ ρ, i = 1, . . . ,m,
m∑
i=1

Tr(Ei)|Ωi| ≤ v.

In what follows we will use the following choices of Ĵγ , which are discrete counterparts of
Jγ defined by (3.22) and (3.23):

• Discretized compliance functional with penalized displacement constraints

Ĵγ(E,uE) :=
1
2
f>uE +

1
γ

∑
i=1,2,...,ndis

max
(
0,d>i uE − ci

)2
, (4.3)

where di ∈ Rn̂ and ci ∈ R, i = 1, 2, . . . , ndis.
• Discretized compliance functional with penalized von-Mises stress constraints

Ĵγ(E,uE) :=
1
2
f>uE +

1
γ

∑
i=1,2,...,m

max
(
0,

G∑
k=1

‖σi,k‖2M − sσ|Ωi|
)2
, (4.4)

where σi,k is the discretized stress tensor σE associated with the element Ωi evalu-
ated in the k-th Gauss integration point and ‖σi,k‖2M := σ>i,kMσi,k, k = 1, 2, . . . , G
(see [13] for details).

Note that we used the penalty function j : R→ R, t 7→ max(0, t)2 in both cases.

4.2. A numerical algorithm for the solution of discrete MDFMO problems. Prob-
lem (4.2) for a fixed penalty parameter γ > 0 is a large-scale nonlinear semidefinite program.
Recently, an efficient algorithm for the solution of problems of this type has been proposed in
[19, 18]. The new algorithm is based on the sequential convex programming (SCP) concept
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and leads to an effiecient implementation in the computer code PENSCP (see [19]). In the core
of the method, a generally non-convex semidefinite program is replaced by a sequence of sub-
problems, in which nonlinear constraints and objective functions defined in matrix variables
are approximated by block separable convex models. In order to solve the multidisciplinary
problem (4.2) numerically, we combine this idea with a simple penalty strategy, yielding the
following algorithm:

Algorithm I.
(1) Choose an initial penalty factor γ0 > 0, set i := 0.
(2) Solve problem (4.2) for γ = γi by the SCP method. Denote the approximate solution

by Ei.
(3) Convergence test: Compute the KKT-error εKKT (Ei). If εKKT (Ei) ≤ 10−4,

STOP.
(4) Update the penalty parameter γ by the formula γi+1 = 3γi.
(5) Set i := i+ 1 and go to (2).
The whole algorithm has been implemented in the software PLATO-N, a platform for

the solution of large-scale topology and free material design problems (see project website
www.plato-n.org for details). All test examples were run on a single core of a standard
PC with a tact frequency 2.83 GHz and 8 Gbyte memory.

4.3. Numerical results. We consider two model examples. In both examples the fol-
lowing values of the bounds are used in (4.2):

v := 0.333|Ω|, ρ = 1, ε = 10−4.

Example 1. We consider a cubic design domain which is loaded in the vertical direction
in the center of its top and bottom surfaces and fixed close to the corners of the bottom
surface (see Fig. 4.1). The cube is discretized by 27.000 finite elements. First, we minimize
the compliance of the structure without assuming any additional constraints. Fig. 4.2 shows:

• the optimal material density computed by the trace of the material tensor on every
element (a);

• the principal material orientation computed via the eigenvector associated with the
principal eigenvector of the Voigt tensor (b);

• the deformation of the loaded body (c).
One can observe that the whole body deforms in the direction of the applied vertical load.

Now we add a number of the displacement constraints by using (4.3), in order to force
the loaded nodes on the bottom of the structure to deform in the direction opposite to the
applied load. We solve the resulting multidisciplinary problem by Algorithm I. The results
are depicted in Fig. 4.3. It can be clearly seen that the loaded structure deforms in the desired
direction. Because the applied volume bound is the same in both cases, one can expect that the
compliance of the optimal structure becomes worse after adding the displacement constraints.
Precisely that is seen in Fig. 4.3c: the loaded nodes on the top surface are deformed much
more in the direction of the load compared to the unconstrained case. Statistics for both
numerical experiments are summarized in Table 4.1.

Example 2. In our second example we consider a three-dimensional L-shaped geometry.
The design domain clamped at the bottom is loaded by a vertical load on the right hand side
of the structure (see Fig. 4.4). This time the design space is discretized by approximately
10.000 finite elements. Again we first minimize the compliance of the structure without any
additional constraint. Fig. 4.5 shows:

• the optimal material density computed by the trace of the material tensor on every
element together with the deformation of the body (a);

• the principal material orientation (b);
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FIG. 4.1. Ex.1 – geometry and forces
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FIG. 4.2. Ex.1 – no displacement constraints; material density (a) / principal material orientation (b) / de-
formed body (c)
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FIG. 4.3. Ex.1 – with displacement constraints; material density (a) / principal material orientation (b) /
deformed body (c)

TABLE 4.1
Ex.1 – statistics.

compliance outer inner time
(scaled) iterations iterations in seconds

no displ. constr. 0.606 1 250 11,130
displ. constr. 8.01 8 776 35,640

outer iterations: number of iterations required by Algorithm I
inner iterations: total number of iterations reported by PENSCP
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FIG. 4.4. Ex.2 – geometry and forces

TABLE 4.2
Ex.2 – statistics.

compliance maximal stress outer inner time
(scaled) (scaled) iterations iterations in seconds

no stress constr. 2.007 8.1 1 133 1,680
stress constr. 2.425 2.5 7 770 18,250

• the von Mises stress distribution (c).
Stress concentration appears at the sharp edge connecting the horizontal with the vertical bar
(see Fig. 4.5c).

Now, in order to avoid the stress concentration, we add the stress constraints (4.4) on
every element in the design domain. We solve the resulting problem by Algorithm I. The
results are outlined in Fig. 4.6. The first observation is that the compliance of the structure
is worse by approximately 22.5 percent in the stress constrained case (see Fig. 4.6a). On
the other hand it can be seen that the stress concentration can be completely avoided (see
Fig. 4.6c). Moreover Fig.4.6d indicates that the stress constraints become active in wide parts
of the design domain (activity is indicated by the red color). This is in sharp contrast to
the previous experiment, where the stress concentration appeared only in very few elements.
Fig. 4.6b provides an explanation how the stress reduction is achieved: it is seen that the
material forms an arch like structure close to the sharp edge. Statistics for both, constrained
and unconstrained case are summarized in Table 4.2.
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