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Abstract. This paper presents a novel image-based registration method
for high-resolution multi-view images of a planar material surface. Con-
trary to standard registration approaches, this method aligns images
based on a true plane of the material’s surface and not on a plane de-
fined by registration marks. It combines the camera calibration and the
iterative fitting of desired position and slant of the surface plane, image
re-registration, and evaluation of the surface alignment. To
optimize image compression performance, we use an error of a com-
pression method as a function evaluating the registration quality. The
proposed method shows encouraging results on example visualizations
of view- and illumination-dependent textures. In addition to a standard
multi-view data registration approach, it provides a better alignment of
multi-view images and thus allows more detailed visualization using the
same compressed parameterization size.

1 Introduction

Acquisition of a multi-view appearance is often used to achieve realistic visu-
alization of textured objects. This paper is focused on visualization techniques
which deal with multiple photos of the same planar surface acquired from dif-
ferent positions. This way a photo-realistic appearance of the surface can be
captured, but the acquired photos cannot be directly used for rendering. They
have to be mutually registered and rectified first.

The most general function of multi-view photos of a planar surface is probably
the Bidirectional Texture Function (BTF) proposed by Dana et al [1]. This seven-
dimensional function BTF (λ, x, y, θi, φi, θv, φv), describes reflectance properties
of a material where λ is a wave length of incoming light or just a color chan-
nel; (x, y) are spatial coordinates on a surface of the material, and θ, φ are the
elevation and azimuthal spherical angles of the vector of illumination- and view-
directions (see [2]). A typical size of a BTF dataset containing thousands of
images amounts to several gigabytes.

An another example of multi-view data is Surface Light Field [3]. It can be
defined as a subset of a BTF with a fixed illumination direction.

Processing of acquired multi-view data consists of two steps: data registra-
tion and compression. Although the measured materials are planar, their rough
structure often shows height variations causing significant variance of their ap-
pearance depending on illumination- and view-directions. The final appearance is
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affected by self-occlusions, shadows, inter-reflections, and subsurface-scattering.
This is the reason why the features of the material are non-stationary and cannot
be directly used for reliable feature-based registration. Due to this, we use regis-
tration marks placed on a reference plane, which allows the measured sample to
be easily replaced. However, the sample’s orientation and shift with respect to
the registration plane is unknown (see Fig. 1). Although one might use tilt/shift
mechanical stage to fine-tune this misalignment manually, it is expensive and
far less accurate than the proposed approach.

(a) (b)

Fig. 1. (a) A measured sample, the reference plane with the registration marks (white
frame and triangles) and the world coordinate system. (b) a cross-section of (a), shows
aligned and misaligned parts of the surface of the measured material when the positions
of the reference plane and of the measured surface differ.

The registration based on the registration marks properly aligns only those
parts of the measured sample which lie close to the plane specified by the marks
(see Fig. 1-b). This is not an issue when a distance between the reference and
the material’s surface planes is small; the slant difference is also negligible. This
might be less relevant when registered data are of low resolution or are used
directly for a rendering. However, it has a significant impact on the resulting
visual quality if compression methods for multi-view data are used (e.g., all the
classes of global factorization methods based on PCA [4] or clustering [5], etc.).

The contribution of the paper – The main contribution of this paper is
a novel technique for registration of multi-view images of planar surfaces that
aligns measured planar surfaces regardless of their slight height and slant dif-
ferences from the reference registration plane. Such data alignment allows us to
better exploit the power of compression techniques and produce an image closer
to the original image reconstruction using the same number of parameters.

Organization of the paper – The paper starts with description of related
past research in Section 2, the brief description of a standard registration pro-
cedure is explained in Section 3. A basic overview of the proposed approach is
presented in Section 4, while details of a camera calibration and an iterative
registration procedure are given in Sections 5 and 6. Results of the presented
method are shown in Section 7. Main conclusions and suggestions for future work
are outlined in Section 8.
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2 Related Work

The proposed approach is, to a great degree, related to methods for multi-view
data registration and methods which reconstruct a 3D surface of a sample.

View-dependent image-based data are generally captured by setups based on
gonioreflectometers realizing four mechanical degrees of freedom (Sattler et al
[4], Holroyd et al [6]) and setups which reduce measurement times or complexity
by using multiple lights or sensors simultaneously (Müller et al [7], Neubeck et
al [8]). Sattler et al [4] measured BTF data and registered it using a projective
transformation based on registration marks (see Section 3). Such registration is
sufficient as long as the resolution of the captured images of the measured ma-
terial is low enough and the plane which represents the surface of the material
is close to the reference registration plane. Additionally, the problem of registra-
tion is not so pressing in this case because the authors applied compression to
data of individual views separately and thus the multi-view correspondence does
not affect performance of compression to the same degree as other compression
methods do [9,10] .

Neubeck et al [8] were aware of a problem with BTF alignment. Their work
is the most relevant to our paper as they propose to evaluate quality of BTF
alignment using a function which computes average Euclidean distance between
the intensities of those neighboring views that share the same lighting direction.
They tested several plane heights and selected the one for which this function is
minimal. In contrast, our technique allows us to not only compensate for height
misalignment, but also for mutual rotation of the registration and sample planes,
without need for repetitive measurement.

Müller et al [7] used a setup with no moving parts. Therefore, positions of the
image sensors are known in advance and registration can be done in sub-pixel
accuracy without the need for registration marks. In another paper, Müller et
al [11] proposed an approach attempting to align individual BTF pixels based
on optimization techniques reducing certain intra-variations in the data. This
method rotates individual ABRDFs to achieve better global compression per-
formance, and therefore it requires storage of an additional per-pixel rotation
map. Nevertheless, in both cases the accuracy of the measurement or the fit
depends on an initial position of a calibration plane and its difference from the
plane representing the surface of a material, which can be compensated when
our registration technique is used.

Ruiters and Klein [12] published a technique which represents the appearance
of a material using a combination of surface depth-map and spatially-varying
reflectance. The authors define a dense reference mesh and align its polygons
to best fit the original data to estimate a depth-map of near-flat surfaces. This
technique can deal with materials having variable surface-height; however, our
method is easier to implement and it is computationally less expensive. We do
not attempt to interpret surface depth (which might not even be possible for
some translucent materials) but to find an alignment that maximizes the quality
of registration of multi-view data.
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Methods for simultaneous acquisition of shape and reflectance exist; e.g.,
Müeller’s setup can be used for an acquisition of even non-planar objects [13].
Holroyd et al [6] used a system based on a spherical gantry, where each arm
is fitted with a camera and a high frequency, spatially-modulated light sharing
a common focal point and an optical axis. The proposed measurement method
exploits multi-view stereo, phase-based profilometry, and light descattering to
avoid 2D-3D data registration problems and leverage a restrictive assumption
about BRDF as is often done by related methods. Weinmann et al [14] added
multiple projectors into the setup [7] for a detailed 3D acquisition of an object.
The projectors emit structured light used for unique identification of points on
a surface of the object. Although such approaches allow us to find an exact
position of a flat material surface as well, the required hardware would unneces-
sarily increase the financial cost of a setup with no advantage compared to the
technique we have proposed.

Additionally, our method is robust, easy to implement, computationally effi-
cient, and optimal in terms of the compression method used.

3 A Standard Image Registration Approach

This section outlines a principle of image registration. Given a set of photos of
the same planar surface, registration applies a projective transformation to all
the photos so that the features of the planar surface are aligned across all of the
transformed images. In a standard registration approach depicted in Fig. 4-a,
registration marks are placed around the photographed planar surface of a ma-
terial. First, their 2D coordinates are found in all of the photos. Then, projective
transformation matrices projecting these points to the desired target coordinates
are computed. Finally, all the photos are transformed using these projective ma-
trices. All the registered images have the same coordinate system.

A projective transformation, also called a homography, is a 2D coordinate
transformation preserving straight lines (see [15] for a 2D coordinate transfor-
mation survey). Given a photo of a planar surface we want to transform together
with an orthonormal coordinate system (u, v) of the photo, m = [u, v, 1]T de-
notes an augmented point in this system in the planar surface. An augmented
2D point m′ = [u′, v′, 1]T in a new orthonormal coordinate system (u′, v′) into
which we transform can be computed as sm′ = Hm, where H is the 3 × 3 ho-
mography matrix and s is an arbitrary scalar. The homography can be computed
if we know coordinates of at least four corresponding points in the source and
target images and it is defined uniquely up to a scale factor. If there are more
than four such points and they are not perfectly corresponding, the homography
has to be computed in a least-square sense (e.g., [16]).

4 An Overview of the Proposed Registration Method

When a standard registration approach is used, the features which do not lie
in the registered plane will not be aligned after application of the projective
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θv = 0◦, φv = 0◦ θv = 60◦, φv = 90◦ θv = 60◦, φv = 270◦

Fig. 2. An example of incorrect registration of a material’s surface for images taken
from different views, while the reference plane (the registration marks) is registered
correctly (top row)

transformation as it is shown in Fig. 2. The same pixel will correspond to different
physical points on the surface of the material (see Fig. 3-a,c). Therefore, we have
to estimate the plane which represents the surface of the registered sample for
appropriate registration (Fig. 3-b,d). Unfortunately, this plane (i.e., its offset and
orientation with respect to the world coordinate system) cannot be determined
accurately enough from the specimen of the measured sample, or directly from
the acquired photos.

(a) (b) (c) (d)

Fig. 3. When the plane defined by the registration marks is chosen for registration
(a,c), the same pixel will correspond to different points on the surface of the measured
sample, i.e., resulting in a small drift. When the appropriate plane on the surface of
the material is chosen, the drift disappears (b,d).

We propose to find the position and slant of an ideal registration plane as
follows. First, the reference plane defined by the registration marks is taken. As
we expect that the estimated plane which represents the surface of the mate-
rial is close to the reference plane, a new hypothetical position of the estimated
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plane can be generated using a slight modification of the reference plane posi-
tion by shifting it in a direction of its normal vector and/or by tilting it. Finally,
the best estimation of the position and slant of the plane can be found by re-
peatedly alternating adjustment of the position and slant, registration of photos
and evaluation of alignment for the surface features. A principle of the proposed
registration method is expanded upon in Fig. 4-b. The method consists of two
main parts discussed in more detail in the next two sections. The first one is the
camera intrinsic and extrinsic parameters estimation (Section 5) and the second
is the iterative fitting of the estimated plane position (Section 6).

(a) (b)

Fig. 4. A standard image registration approach (a) and a scheme of the proposed
method (b)

5 Camera Calibration

The calibration of a camera is a process where we look for a 3× 3 matrix A of
the camera’s intrinsic parameters, and the camera’s extrinsic parameters which
consist of a 3 × 3 rotation matrix R and a translation vector t. While intrinsic
parameters A do not change as long as the internal setup of the camera does
not change (e.g., focal length), the extrinsic parameters change when the camera
moves, i.e., all the photos of the measured planar sample should have the same
camera’s intrinsic parameters but the corresponding extrinsic parameters can be
different. Using the camera parameters we can project an augmented 3D point
M = [x, y, z, 1]T from the world coordinate system into an image by

sm = A
[
Rt

]
M, (1)

wherem = [u, v, 1]T denotes an augmented 2D point and s is an arbitrary scalar.
The usual pinhole camera model is assumed.

In a case where we work with extensive view- and illumination-dependent data
(e.g., BTF), the procedure of calibrating the camera and iteratively fitting the
position of the estimated plane should start with selection of their representative
subset. Although the registration plane can be determined more precisely if
all the photos are used, the estimation process would take a very long time
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if there were hundreds or even thousands of images. Therefore, we recommend
working with images of one surface light field only; i.e., images where illumination
directions are fixed while view angles are changed.

Next, the registration marks are found for all images in the subset. Without
loss of generality, we define the world coordinate system so that the reference
registration marks plane is on z = 0 (see Fig. 1). Spatial coordinates of the
marks (x, y) should correspond to their real positions in a natural system of
units, i.e., millimeters. Now, projective transformation matrices H1 projecting
points from the reference plane to photos of the plane are computed based on
the coordinates of the registration marks. From 1, we have

s

⎡

⎣
u
v
1

⎤

⎦ = A
[
r1 r2 r3 t

]

⎡

⎢
⎢
⎣

x
y
0
1

⎤

⎥
⎥
⎦ = A

[
r1 r2 t

]
⎡

⎣
x
y
1

⎤

⎦ = H1

⎡

⎣
x
y
1

⎤

⎦ , (2)

where ri are column vectors of the rotation matrix R = [r1 r2 r3]. Using the
knowledge that column vectors of R are orthonormal and the matrix A is upper
triangular, the camera intrinsic and extrinsic parameters can be derived from
homographies H1. For a detailed explanation we refer the reader to Zhang’s
paper [17]. For camera calibration we have used the Camera Calibration Toolbox
for Matlab1 which implements Zhang’s work.

6 Iterative Fitting of the Position of the Registration
Plane

We can define an almost arbitrary position of the expected plane which repre-
sents the surface of a material in the world coordinate system just by setting
new z-coordinates of the registration marks. If we project the estimated 3D
coordinates of the new registration marks back to non-registered photos, we ob-
tain new 2D coordinates of the registration marks in the coordinate systems of
the photos. We can now register the images by specification of target coordi-
nates of the registration marks and by computation of homography matrices H2

for registration (see Fig. 4-b). The latter should not be confused with the ho-
mography matrices H1 mentioned above, which project points in the reference
registration marks plane of the world coordinate system to the non-registered
images. In contrast, these new homography matrices H2 project points from the
non-registered photos to the registered images as homography matrices H in a
standard registration approach (Fig. 4-a).

Therefore, we suggest a novel iterative method for the position and slant of
the registration plane estimation, image registration and alignment of surface
features evaluation depicted in Fig. 4-b. As we look for optimal vertical shift
and slant of the material surface plane, three parameters have to be found:
a z-coordinate of an auxiliary point P = [0, 0, z]T which lies in the surface

1 http://www.vision.caltech.edu/bouguetj/calib doc/
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plane, an elevation θ of the normal vector of the surface, and an azimuthal
angle ϕ of the normal vector. As a search state space is three-dimensional and
the image registration, compression and evaluation function execution can be
computationally demanding, at least the local minimum can be found quickly
by alternating between estimation of individual parameters. As there can be
significant variations in height on the material’s surface, there may be more
than one good surface plane position.

Our goal is to provide as accurate a visualization of the measured material
sample as possible. As the visualization quality relies mostly on visual quality
after data compression, evaluation functions which estimate alignment of surface
features should reflect properties of the selected compression method. Therefore,
the error of a compression technique will be used as an objective quality measure.
As we work with only a subset of all of the photos, the compression as well as its
error evaluation can be done quickly enough to be practical. An ideal position of
the plane is the one where the compression (i.e., rendering) error is minimal. One
iteration of reference plane modification, data registration, and visual quality
evaluation after the compression takes about one second depending on counts of
the registered pixels and images. In order to avoid local minima the search space
was sampled uniformly, alternating between estimation of the three parameters
(height z, plane normal’s elevation θ, and azimuth ϕ) with the following step
sizes: z=0.1 mm (range [-2,2]mm), θ=0.1o (range [0,3]o), ϕ=10o (range [0,360]o),
and then refined near a global minimum (step sizes: z=0.01 mm, θ=0.01o, ϕ=1o).
Typically, around 800 iterations are necessary to find a proper orientation and
height of the registration plane.

7 Results

This section illustrates performance of the method on two registration experi-
ments using artificial and real data. In the experiments we used the PCA com-
pression of all registered images [9] and applied its data reconstruction error as a
registration performance evaluation function in the proposed method. All pixels
selected from individual BTF images are ordered into vectors and centered using
the mean BTF image vector. All these vectors form a matrix B, whose PCA is
computed. The individual eigenvalues from the resulting diagonal matrix weight
the importance of the resulting eigenvectors. A limited set k of eigenvectors is
used to reconstruct the original n images, where k << n. The PCA-based meth-
ods are the most common in multi-view data compression; however, any other
global BTF data compression technique would also benefit from the proposed
algorithm.

In the first experiment a flat paper printout was used, positioned approxi-
mately one millimeter below the reference registration plane. We took 80 differ-
ent views on the plane which uniformly covered a hemisphere of viewing direc-
tions. An illumination direction was fixed in a direction opposite to the reference
plane’s normal vector. When a standard registration approach was used, only
the reference plane features were aligned, while the misalignment in individual
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images caused the mean image of all the registered images to be blurred in the
area of the measured sample (see Fig. 5-a). In contrast, when the proposed ap-
proach was applied we obtained the mean image shown in Fig. 5-b, where the
desired surface was aligned well but the registration marks were blurred. The es-
timated surface plane’s deviation is 1.24 millimeters bellow the reference plane,
its normal vector elevation is 0.29◦ and its azimuthal angle is 176◦.

standard registration proposed approach

Fig. 5. An extreme example of registration based on the reference plane (left) and
based on the plane which represents the true surface of the sample found using the
proposed method (right) when the heights of the reference plane and the plane of the
surface differ considerably. Mean images of the 80 registered images are depicted here.

In the second experiment, five BTF samples were registered using standard
and proposed approaches. The samples wood01, fabric01, fabric02, fabric03, and
leather01 were taken from the UTIA BTF database2. The results of our method
are shown in Fig. 7 and mark a considerable improvement against the stan-
dard registration approach without alignment. The compression of data regis-
tered in a standard way (Fig. 7-b) leads to data visualization that is less sharp
in comparison with the non-compressed aligned data (Fig. 7-a) considered the
ground-truth. The compression after application of the proposed data registra-
tion method leads to considerably sharper images (Fig. 7-c). Note that in both
cases the same compressed parametric representation is used (50 PCA compo-
nents allowing real-time rendering). Registration of such a BTF sample compris-
ing 6561 images typically takes around five hours on Intel Xeon 2.7 GHz using
our Matlab implementation using six cores. However, due to the massive size of
datasets (415 GB) much of this time is consumed by disk data transfer opera-
tions. Note that a smaller visible area of non-aligned datasets (Fig. 7-b) is due
to cropping of visual artifacts at borders of individual misaligned images. As the
proposed alignment method re-projects original locations of registration marks,
the registered images are slightly shifted and scaled. Therefore, their fair pixel-
wise comparison (e.g., using RMSE, SSIM) with the original image is impossible.

2 http://btf.utia.cas.cz
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Table 1. The estimated values of shift (z) and slant (θ,ϕ) for the tested samples

sample height z [mm] elevation θ azimuth ϕ

wood01 -0.49 1.15◦ 101◦

fabric01 -0.20 0.15◦ 128◦

fabric02 0.12 0.20◦ 260◦

fabric03 -0.30 0.43◦ 323◦

leather01 0.10 0.05◦ 354◦

As there is no robust texture-similarity measure available, we performed a psy-
chophysical experiment with 5 naive subjects comparing Fig. 7-a with Fig. 7-b
and c in a random order. The (c) was always perceived as more visually similar
to the (a) than to the (b).

Tab. 1 shows estimated values of vertical position and orientation of the es-
timated plane with respect to the reference plane. The images show that the
more the sample’s plane deviated from the reference plane, the higher visual
improvement was achieved as, e.g., for the sample of wood01 in Fig. 7. From the
values shown it is apparent that even when the sample is aligned with the reg-
istration plane as much as possible, the estimated differences are still relatively
high. Finally, we remark that the visual effects of such misalignment are more
pronounced if the resolution of captured images is higher.

Speed of the algorithm depends on the size of user-defined patches on the
planar surface that are used for registration quality evaluation, as well as on a
number of multi-view images. Fig. 6 shows execution times for a single iteration
of the algorithm depending on the number of pixels and images processed. While
the speed increases almost linearly with the number of pixels, it depends on the
number of images n with O(n3) due to PCA compression used.

Fig. 6. Computational time of one iteration of the algorithm depends on the number of
pixels used for quality evaluation (left), and on the number of processed images (right)

The proposed method is very robust. Its only obvious limitation is that it
cannot guarantee a correct alignment for surfaces having wide height variations
or several possible alignment heights (see, e.g., material fabric03 in Fig. 7).
However, even in such a case the material will be aligned to minimize the com-
pression/rendering error. Additionally, only pixels which belong to the required
height can be selected by a user-defined mask and can be taken into account
during the registration to achieve even better alignment for such materials.
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(a) original data (b) after compression (c) after compression
w

oo
d0

1
fa

br
ic

01
fa

br
ic

02
fa

br
ic

03
le

at
he

r0
1

standard registration proposed registration

Fig. 7. A comparison of BTF visualization: (a) rendering using all 6561 images, (b)
and (c) rendering from a compressed representation using only 50 eigen-images without
and with application of the proposed alignment method
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8 Conclusions and Future Work

In this paper we focus on the correct registration of multi-view images of planar
material surfaces. Our approach exploits the fact that the reference registration
plane and measured sample plane may be misaligned. When this misalignment
is found and compensated from the measured dataset during the registration
stage, a better material features alignment is achieved. Quality of the registra-
tion is verified by a reconstruction error of the data compression method. Con-
sequently, the proposed approach allows more efficient application of multi-view
data compression approaches, i.e., producing sharper images using the same size
of compressed parametric representation. The proposed method is robust, easy
to implement, and computationally efficient.
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