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This article defines a meaningful concept of elliptical location quantile with the aid of
quantile regression, discusses its basic properties, and suggests its extension to a general
regression framework through a locally constant nonparametric approach.
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1. Introduction

Recently, a directional approach to multivariate quantiles has led to two new and promising concepts that first define
multivariate quantiles for each direction in the response space as hyperplanes and then create the quantile regions by
intersecting all the induced upper quantile halfspaces at the same quantile level; see [6,11,9] for the theory and [13,12] for
the implementation. Not only these approaches extend quantiles to themultivariate setup, but they are also computationally
viable in low-dimensional spaces by means of parametric linear programming and provide plenty of statistics for further
inference aswell as some links to halfspace depth and portfolio optimization. Although these two approaches are so different
at first sight, they appear intimately connected to each other and lead to the same multivariate quantile regions.

Nevertheless, these concepts in their present form still suffer from several problems. For example, (a) they do not directly
provide any vector/matrix estimator of non-directional location/scatter, (b) they lead to the affine equivariant sample
quantile regions only in a computationally very demanding way, (c) they do not have the probability content of the quantile
regions under control, (d) they only give rise to polyhedral sample quantile regions, and (e) they cannot employ any apriori
information about the underlying probability distribution.

This partly justifies the elliptical quantiles presented here because they need not suffer from the first three drawbacks
and partly solve the other two. Although they are tailored to elliptical distributions when the elliptical shape of quantile
regions is highly desirable, they can be useful for other symmetric distributions as well and they may be turned into
some alternatively shaped quantile regions quite analogously. On the one hand, the semiparametric quantile concept
presented here is based on quantile regression and thus computationally feasible, and it directly leads to elliptical quantile
regions, vector/matrix estimators of location/scatter, and also to some Lagrangemultiplierswith high potential for statistical
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inference. Furthermore, it reflects some symmetry of the underlying distribution, makes it easy to include some a priori
information by means of additional convex constraints, and allows for elliptical quantile regions changing shapes with
the quantile level. Last but not least, its weighted modification can handle multiple identical observations, and its locally
constant regression variant seems to asymptotically provide elliptical quantiles of the conditional distribution with a direct
probabilistic interpretation, contrary to the regression extensions of [6,11,9,5]. On the other hand, this concept of location
elliptical quantiles lacks robustness in its present form, and always results in sample elliptical contours containing a certain
number of observations, which makes it somewhat impractical for very small data sets. The size of its parametric space
also grows rather quickly with the dimension of observations. Were it not for the last three drawbacks, the concept would
appear an ideal proposal for elliptical quantiles; see Figs. 1–5. Nevertheless, it still seems best suited to medium or large
low-dimensional data sets generated without outliers from an axially or spherically symmetric population distribution.

The idea of using ellipsoids for statistical inference is not new at all. Not only are probability distributions with elliptical
density contours intensively studied in theory and used in practice, but ellipsoids have also been used for defining data
depth, handling measurement errors, finding outliers, specifying copulas, analyzing or discriminating data clusters, and for
estimating location or scatter (not to mention other applications). Of course, they have been also considered as quantile
or confidence regions, but probably not yet in the quantile regression framework. Nevertheless, our approach is somewhat
close to those based on minimum volume sets (see [14]), L1-estimation (see [15]), multivariate S-estimation (see [18]) and
its weighted variant (see [16]), and it may lead to the minimum volume covering ellipsoid in a special sample case; see
e.g. [17] and references therein.

This article proceeds as follows. Section 2 introduces necessary notation, explains our definition of elliptical quantiles,
and discusses its possiblemodifications. Section 3 studies the elliptical quantiles in the population case, Section 4 comments
on the sample elliptical quantiles, Section 5 proposes their weighted and nonparametric regression extensions, and the last
Section 6 illustrates all the concepts and ideas with a few examples.

2. Definitions and notation

As a rule, we will use boldface letters for vectors and blackboard bold letters for matrices or number sets. Unfortunately,
the notation used throughout this article remains considerable despite our effort to simplify it as much as possible.

Let Y = (Y (1), . . . , Y (m))′ ∈ Rm be a random vector with an absolutely continuous distribution having a connected
support, finite second-order moments, and a density differentiable almost everywhere, and let ρτ (x) = x(τ − I(x <
0)) = max{(τ − 1)x, τx}, τ ∈ (0, 1), stand for the non-negative convex check function with a unique minimum that
plays a prominent role in the definition of standard location and regression quantiles; see [8]. With the gradient conditions
of Section 3 in mind, we suggest to use this function also for defining (the whole processes of) elliptical quantiles and
related parameters of location and scatter, which might open the door to sophisticated inference procedures and extend
the applicability of [10].

Definition 1. For any τ ∈ (0, 1), we define the elliptical τ -quantile ετ (Y ) of Y and corresponding lower and upper τ -
quantile regions E−

τ (Y ) and E+
τ (Y ) as follows:

ετ (Y ) = {y ∈ Rm
: y ′Aτy + y ′bτ − cτ = 0},

E−

τ (Y ) = {y ∈ Rm
: y ′Aτy + y ′bτ − cτ < 0},

E+

τ (Y ) = {y ∈ Rm
: y ′Aτy + y ′bτ − cτ ≥ 0},

where Aτ , bτ and cτ minimize the objective function

Ψτ (A, b, c) := Eρτ (Y ′AY + Y ′b − c), (P1)

subject to some convex constraints on A and b. (We recommend to require only A ∈ PSD(m), i.e. A = Am×m symmetric
positive semidefinite, andmeeting the constraint (C2) that is stated below alongwith an explanation and justification of our
proposal.)

This definition already leads to a convex optimization problemwith a unique minimum. The scalar parameter c ought to
remain unrestricted to guarantee a reasonable probability interpretation of E−

τ (Y ), see Section 3.
The constraints on A and b should eliminate the trivial zero solution and make the problem clearly identified, solvable,

naturally equivariant, and as simple as possible. They should also result in A symmetric and positive definite if we want
the quantiles really elliptical. While positive semidefiniteness can always be imposed on A by means of semidefinite
programming, another restriction onA seemsnecessary to keep thematrix regular. It should also preserve good equivariance
properties of the elliptical quantiles, which indicates that it should be based on the eigenvalues λ1 ≥ · · · ≥ λm > 0 of A.
For example, the following constraints (C1) to (C4) keep the problem convex, A regular, and the computation in the sample
case tractable:

det(A−1) = 1/(λ1 . . . λm) ≤ 1, (C1)

(det(A))1/m = (λ1 . . . λm)1/m ≥ 1, (C2)
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log det(A) = log λ1 + · · · + log λm ≥ 0, (C3)

tr(A−1) = 1/λ1 + · · · + 1/λm ≤ m. (C4)

All of these rotationally invariant constraints lead to fully affine-equivariant elliptical quantiles. If we wanted to obtain
spherical quantiles (corresponding to λ1 = · · · = λm = 1), wemight add yet another convex constraint such as λ1−λm ≤ 0
(see Fig. 2 for an illustration), but wewill not discuss this possibility below. See also [1, p. 118] for the convexity or concavity
of all the eigenvalue-based functions considered in this paragraph.

As we want our elliptical quantiles to match the multivariate quantiles usually considered for elliptical distributions, we
illustrate an application of (C4) only in Fig. 1 and focus on the determinant-based constraints (C1)–(C3) hereinafter. These
constraints define the same elliptical quantiles. We decided to employ (C2) that seems best supported by the symmetric
primal/dual solvers in the optimization software used.

The objective function Ψτ (A, b, c) is then positive and scale equivariant. Therefore, the optimal solution will satisfy the
inequality (C2) only weakly, and the corresponding Lagrange multiplier (say Lτ ) will be non-zero.

The elliptical τ -quantile ετ can be described more naturally by the equation

(y − sτ )′Aτ (y − sτ ) − κτ = 0

where κτ = (1/4)bτ
′Aτ

−1bτ + cτ and sτ = −Aτ
−1bτ/2. In other words, the elliptical τ -quantiles can be uniquely described

either by Aτ , bτ , and cτ , or by Aτ , sτ , and κτ . The latter parametrization is employed in the proof of Theorem 2, it seems
very intuitive, and it could be used to modify the elliptical concept in several ways, e.g. to extend it to both parametric and
local polynomial regression setup. Unfortunately, such generalizations usually lead to non-convex optimization problems
requiring different analysis and software implementation, which is why they will be discussed elsewhere. In fact, even the
function

Ψ̃τ (A, s, κ) := Eρτ ((Y − s)′A(Y − s) − κ)

is already non-convex in s. Consequently, we prefer the original convex formulation of the problem that moreover shares
some properties with those investigated in [6] or [11]. Therefore, we usually work with the original definition and possibly
use Aτ , bτ , and cτ to compute sτ and κτ from the expressions given above.

To sum up the choice of constraints, we require A symmetric positive semidefinite and meeting (C2) from now on,
which seem to be the only natural constraints without any other apriori knowledge. In principle, one might further add
some equality constraints on the parameters to simplify the model and then use the resulting multipliers to judge their
relevance. For example, bτ = 0would correspond to zero location center sτ ∈ Rm. Similarly, u′bτ = 0would make the line
segment linking the probability mass centers of E−

τ (Y ) and E+
τ (Y ) (and passing through the overall center of probability

mass) parallel to u ∈ Rm (if we interpret probability density like the distribution of mass as usual), which would follow
from the corresponding gradient conditions similar to those in Section 3. Needless to say that such additional constraints
with corresponding Lagrangemultipliers might be very useful for statistical inference, but wewill not use them hereinafter.

In the following two sections, we will derive further properties of elliptical quantiles with the aid of the Lagrange
duality theory and terminology for convex optimization problems as described in [1, Chapter 5]. As the theory is crucial
for understanding what follows, every reader should become familiar with it before reading further.

3. Population case

The constraint optimization problem defining elliptical quantiles is convex and it trivially satisfies Slater’s condition
implying strong duality. Furthermore, both the constraint function and the objective function in (P1) are differentiable under
our assumptions. The Karush–Kuhn–Tucker conditions then lead to the following set of necessary and sufficient conditions
for the optimal solution Aτ , bτ , and cτ of (P1) accompaniedwith the Lagrangemultiplier (or, dual variable) Lτ corresponding
to (C2):

1 = det(Aτ ), (1)

0 = P(Y ∈ E−

τ ) − τ , (2)

0 =
1

1 − τ
E[Y I

[Y∈E+
τ ]

] −
1
τ
E

Y I

[Y∈E−
τ ]


, (3)

Lτ

1
mτ(1 − τ)

det(Aτ )
1/mA−1

τ =
1

1 − τ
E[YY ′I

[Y∈E+
τ ]

] −
1
τ
E

YY ′I

[Y∈E−
τ ]


, (4)

where Aτ is assumed symmetric positive semidefinite.
The conditions (2)–(4) already imply Lτ > 0, which is why (1) is stated with the equality sign. That is to say that if

we write • for the Hadamard (elementwise) product and realize that 1′(Aτ • (A−1
τ ))1 = m det(Aτ ), then we can multiply

(2)–(4) elementwise respectively by cτ , τ (1− τ)bτ , and τ(1− τ)Aτ , sum up the results, and thus obtain a link between the
multiplier Lτ and the optimum value of the objective function:

Lτ = Ψτ (Aτ , bτ , cτ )/ det(Aτ )
(m+1)/m (> 0). (5)
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Consequently, the equality in (1) is justified and

Lτ = Ψτ (Aτ , bτ , cτ ). (6)

The Lagrange multiplier Lτ measures the impact of the boundary constraint but here it also equals the optimum value
of the Lagrange problem dual to (P1), interprets Ψτ (Aτ , bτ , cτ ) and appears as a useful functional for statistical inference,
together with Aτ , sτ , and κτ .

What do the simplified gradient conditions (1)–(4) of the Lagrangian say? The first Eq. (1) scales the problem and
is easy to interpret. The second Eq. (2) guarantees that the resulting lower (elliptical) τ -quantile region E−

τ (Y ) has its
coverage probability equal to τ and is therefore non-empty. The third Eq. (3) says that the probability mass centers of
E−

τ (Y ) and E+
τ (Y ) must coincide with each other and thus also with the overall center of probability mass, equivalently

E(Y |Y ∈ E+
τ ) = E(Y |Y ∈ E−

τ ). On the one hand, this also indicates nonrobustness of the elliptical quantiles, but on the
other hand, it ensures that the elliptical quantiles of elliptical distributionswill be naturally centered and nested as expected.
The last condition (4) seems rather complicated, but it can be simplified into

Lτ

m
A−1

τ = var(Y |Y ∈ E+

τ ) − var(Y |Y ∈ E−

τ ),

which is also satisfied by the standard elliptical quantiles of elliptical distributions and leads to the link between A−1
τ and

var(Y ) for τ → 0.
Furthermore, it turns out that the lower elliptical quantile region would always reduce to the natural confidence interval

for the median of any symmetric distribution in the univariate location case.
For the sake of clarity, we summarize some results of our brief investigation in the following theorem:

Theorem 2. If Y ∈ Rm is a random vector with an absolutely continuous distribution having a connected support, finite second-
order moments, and a density f (y) differentiable almost everywhere, then its elliptical τ -quantiles with centers sτ have the
following properties for any τ ∈ (0, 1):
[1] they behave naturally under affine transformations of Y
[2] P(Y ∈ E−

τ ) = τ
[3] E(Y |Y ∈ E+

τ ) = E(Y |Y ∈ E−
τ )

[4] A−1
τ =

m
Ψτ (Aτ ,bτ ,cτ )


var(Y |Y ∈ E+

τ ) − var(Y |Y ∈ E−
τ )


[5] if sτ = (s1, . . . , sm)′, Aτ = (aij)mi,j=1, and f (y) = f (Jy) for a sign-change matrix J = J′

= J−1
= diag(j1, . . . , jm) with

diagonal elements ±1, then si = 0 whenever ji = −1, i ∈ {1, . . . ,m}, and aij = 0 whenever jijj = −1, i, j ∈ {1, . . . ,m}.
[6] if the distribution of Y is symmetric around a hyperplane, then sτ lies on the hyperplane
[7] if the distribution of Y is symmetric along an axis, then sτ lies on the axis
[8] if the distribution of Y is centrally symmetric, then sτ coincides with the center of symmetry
[9] if the distribution of Y is elliptically symmetric, then A−1

τ is proportionate to the scatter matrix.

Proof. Clearly, [1] follows directly from the definition, and [2], [3], and [4] are easy consequences of the gradient conditions
(1)–(4). Furthermore, [6], [7], and [8] follow directly from [1] and [5]. Therefore, the only points worthy of serious
consideration are [5] and [9].

The assumption of the former also implies

Ψ̃τ (A, s, κ) = Ψ̃τ (JAJ, Js, κ)

for any A, s, and κ . Therefore, if Aτ , sτ , and κτ minimize Ψ̃τ , then JAτ J, Jsτ , and κτ do it as well. This is possible only if both
Aτ = JAτ J and sτ = Jsτ , because the minimizer of Ψ̃τ must be unique. Consequently, si = 0 whenever ji = −1, and aij = 0
whenever jijj = −1, i, j ∈ {1, . . . ,m}.

As for [9], we can assume (thanks to [1] and [8]) that Y is elliptically symmetric around 0 and sτ = 0. Its density is
thus of the form f (y) = kp(y ′Sy) for some non-negative function p, constant k > 0, and a positive definite matrix S with
det(S) = 1. If c satisfies P(Y ′SY < c) = τ , then

var(Y |Y ′SY ≥ c) =
k

1 − τ


{y∈Rm:y′Sy≥c}

yy ′p(y ′Sy)dy

=
k

1 − τ


{x∈Rm:x′x≥c}

S−1/2xx′S−1/2p(x′x) det(S1/2)dx

=
k

1 − τ
det(S1/2)S−1/2


{x∈Rm:x′x≥c}

xx′p(x′x)dx  
∝Im

S−1/2
∝ S−1

and, quite analogously,

var(Y |Y ′SY < c) =
k
τ


{y∈Rm:y′Sy<c}

yy ′p(y ′Sy)dy ∝ S−1,
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where we write C ∝ D for two matrices C and D of the same dimension if D = γ C for a scalar γ > 0. Consequently, the
gradient conditions (2)–(4) are met by E−

τ = {y ∈ Rm
: y ′Sy < c} and E+

τ = {y ∈ Rm
: y ′Sy ≥ c}, and the rest follows

from the uniqueness of such a solution. �

In particular, our elliptical quantiles coincide with the standard ones for all elliptical distributions satisfying the assump-
tions of Theorem 2.

We conclude this section by pointing out that the problem of finding our elliptical quantiles is equivalent to the auxiliary
(convex) optimization problem

min
c,b,A∈PSD(m)

−(det(A))1/m

subject to

Ψτ (A, b, c) ≤ Ψτ (Aτ , bτ , cτ ).

It follows from the fact that the Lagrangians associated with the original and auxiliary problems have smooth derivatives
with respect to primal variables equal to zero at the same unique feasible point (but corresponding to different positive
Lagrange multipliers). Of course, min−(det(A))1/m might be replaced with max det(A) without changing the optimal solu-
tion. This reveals some remote similarity between ourmethodology and S-estimation; see [18,16]. Consequently, some ideas
already employed in one concept might be found useful in the other, which may be explored carefully in further research.

4. Sample case

In the sample case with n observations Yi’s, i = 1, . . . , n, from the population distribution assumed above, we can simply
consider the empirical probability distribution and take the expectations with respect to it. After multiplying the objective
function by n, we may thus rewrite the original sample optimization problem as

min
A,b,c,r+,r−

n
i=1

τ r+

i +

n
i=1

(1 − τ)r−

i

subject to the feasibility constraints (FC):

− det(A)1/m + 1 ≤ 0,
−r+

i ≤ 0, i = 1, . . . , n,

−r−

i ≤ 0, i = 1, . . . , n,

Y ′

i AYi + Y ′

i b − c − r+

i + r−

i = 0, i = 1, . . . , n, and
A ∈ PSD(m).

Here r = (r1, . . . , rn)′ = r+
− r−

= (r+

1 , . . . , r+
n )′ − (r−

1 , . . . , r−
n )′ and ri = r+

i − r−

i stands for the residual corresponding
to Yi, i = 1, . . . , n.

This is still a convex optimization problem meeting the refined Slater’s constraint qualification. Therefore the strong
duality is guaranteed. The Karush–Kuhn–Tucker conditions can be applied as well because all the functions in this
representation are differentiable. Therefore Aτ , bτ , and cτ solve the minimization problem in the sample case if and only
if there exist r+ and r− as defined above and dual variables L ≥ 0, λ+

i ≥ 0, i = 1, . . . , n, λ−

i ≥ 0, i = 1, . . . , n, and
νi, i = 1, . . . , n, such that

all the conditions (FC) are satisfied, (7)

L(− det(A)1/m + 1) = 0, (8)

λ+

i r
+

i = 0, i = 1, . . . , n, (9)

λ−

i r
−

i = 0, i = 1, . . . , n, (10)

τ − λ+

i − νi = 0, i = 1, . . . , n, (11)

1 − τ − λ−

i + νi = 0, i = 1, . . . , n, (12)
n

i=1

νi = 0, (13)

n
i=1

νiYi = 0, and (14)

n
i=1

νiYiY ′

i =
L
m

det(Aτ )
1/mA−1

τ . (15)
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We tacitly used the fact that the cone of symmetric positive semidefinite matrices is self-dual; see [1, p. 52].
How can these necessary and sufficient conditions be interpreted? If r+

i > 0, then (9) implies λ+

i = 0 and νi = τ thanks
to (11). Analogously, r−

i > 0 implies λ−

i = 0 and νi = τ − 1 thanks to (10) and (12). If ri = 0, we obtain (τ − 1) ≤ νi ≤ τ
from (9) to (12). Consequently, (13)–(15) can be roughly interpreted as corresponding population conditions (2)–(4), re-
spectively, where the small deviations are caused only by the data points with zero residuals. In particular, we could derive
N ≤ nτ ≤ Z + N from (13) where Z and N are the numbers of points in ετ and E−

τ , respectively. Under our distributional
assumptions, Z ≤ m + 1 almost surely. On the other hand, (13) and (14) imply Z ≥ m + 1 with probability one. Therefore,
there will be m + 1 zero residuals almost surely. Recall that the conditions like (9)–(14) appear in the theory of standard
quantile regression as well, which explains why the results obtained here and there are so similar.

We should also remark that the maximum achieved in the dual problem equals L, which is why the link (6) between the
multiplier and the optimum value of the objective function holds exactly even in the sample case, due to the strong duality
theorem for convex optimization problems. Therefore L > 0 almost surely, and then (8) implies det(A) = 1.

Note that all the conclusions obtained in the sample case are valid without any assumption on the underlying continuous
distribution of the observations at all, and even the continuity is invoked only sporadically.

Finally, we provide a basic statement on the consistency of the sample elliptical τ -quantiles.

Theorem 3. Assume that the sample elliptical τ -quantiles, τ ∈ (0, 1), associated with a random sample of size n from a given
distribution with finite second order moments, are parameterized by An,τ , bn,τ , and cn,τ . Then it holds for any compact set K and
any ε > 0 that

P

∥vec(An,τ − Aτ )∥ + ∥bn,τ − bτ∥ + |cn,τ − cτ | > ε & (An,τ , bn,τ , cn,τ ) ∉ K


→ 0

as n → ∞, i.e. the sample elliptical τ -quantiles then somehow converge to their population counterpart parameterized byAτ , bτ ,
and cτ .
Proof. It follows directly from Theorem 5.14 of [19]. �

5. Weighted and nonparametric regression modifications

In principle, we could also formulate the problem by considering weights wi > 0, i = 1, . . . , n, before the terms
ρτ (Y ′

i AYi + Y ′

i b − c) in the sample version of the objective function. In other words, we could look for elliptical quantiles
defined by minimizers of

Ψ w
τ (A, b, c) :=

n
i=1

wiρτ (Y ′

i AYi + Y ′

i b − c) (16)

subject to A ∈ PSD(m) and (det(A))1/m ≥ 1. For example, we could employ integer weights to handle multiple identical
observations naturally occurring when we use various bootstrap methods or round the data severely; see Fig. 3.

Finally, we provide an intuitive generalization of the sample elliptical quantiles to the nonparametric regression
framework when n responses Yi’s, i = 1, . . . , n, are accompanied with corresponding q-dimensional covariate vectors Zi’s.
Inspired by the local constant version of local polynomial quantile regression, reviewed in [7] and successfully applied in
themultivariate setup in [4,5], we suggest, for any z0 ∈ Rq, to use the sameweights as in [5] even in this elliptical context to
obtain local constantmodifications of the elliptical quantiles that could hopefully also converge to the population (elliptical)
quantiles of the conditional distribution L(Y |Z = z0) under a suitable set of additional assumptions. In other words, we
suggest to minimize (16) with special weights wi’s of the type

wi(z0) = det(H0)
−1K


H−1

0 (z0 − Zi)


where H0 is a symmetric positive definite q × q bandwidth matrix that shrinks towards the zero matrix with n → ∞

at a convenient rate, and K stands for a q-variate non-negative kernel (density) function,


Rq K(z)dz = 1, such as the
Epanechnikov kernel

K(z) =
(q − 1)(q + 1)Γ

 q−1
2


4π (q−1)/2

(1 − z ′z)I(z ′z ≤ 1)

that we also employ in our demo example illustrating this regression generalization (see Fig. 5). Suchweights are frequently
used in the theory of density estimation and nonparametric regression. Although we use this sort of weights, it does not
necessarily mean that we find this kernel or this kernel approach superior to the other possibilities at hand (such as the
nearest-neighbor method). In fact, asymmetric kernels or more sophisticated weighting methods might well prove useful
for reducing the boundary effect at extreme z0’s.

In this way, we can obtain elliptical regression quantiles for any z0 ∈ Rq that really seem to converge to those of
the conditional distribution of the responses under a suitable set of additional assumptions, see Fig. 5. Nevertheless, their
asymptotic properties still remain to be explored and proved rigorously.

The optimization involved in the concept of sample elliptical quantiles in the ordinary, weighted, or local constant case
can be performed quite easily by using CVX, see [2,3]. The computation is relatively fast and well-suited even for large sets
of observations with dimensionm greater than two or three, if there is enough RAMmemory available.
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Fig. 1. Elliptical quantiles inR2 . The plot shows elliptical τ -quantiles based on (C2) (solid gray curves) and their corresponding (C4)modifications (dotted
black curves) obtained for τ = 0.1, 0.3, 0.5, 0.7, and 0.9 from a random sample of n = 1000 (light gray) points from centered bivariate normal distribution
N(0, 1) × N(0, 4).

Fig. 2. Elliptical quantiles in R3 . The plot displays both the elliptical (dark gray) 0.5-quantile and its spherical (light gray) modification computed from
n = 1000 points drawn from the three-dimensional normal distribution N(µ, V) with µ = (1, 1, 1)′ and vech(V) = (1, 1/2, 0, 2, 1/2, 1)′ .

6. Illustrations

At the very end, we include some pictures to illustrate the elliptical quantiles and their properties.
Fig. 1 presents elliptical τ -quantiles and their modifications using the constraint (C4) instead of (C2). They were obtained

for τ = 0.1, 0.3, 0.5, 0.7, and 0.9 from a random sample of n = 1000 observations generated from the centered bivariate
normal distribution N(0, 1) × N(0, 4). When applied to points coming from elliptical distributions, both types of elliptical
quantiles seem to fit the data quite well and to be naturally nested with decreasing τ . Moreover, the default (C2)-based
elliptical quantiles closely match the population quantiles commonly used for such distributions.

Fig. 2 shows both the elliptical 0.5-quantile and its spherical modification (enforced by the additional eigenvalue-based
constraint λ1 − λm ≤ 0) computed from n = 1000 points drawn from the three-dimensional normal distribution N(µ, V)
with µ = (1, 1, 1)′ and vech(V) = (1, 1/2, 0, 2, 1/2, 1)′. This figure is included to illustrate the fact that the elliptical
quantiles are naturally affine equivariant andpossible to compute even in spaces of dimensionhigher than two. Furthermore,
it reveals how the spherical modification looks like. Last but not least, it demonstrates that the elliptical quantiles are
generally compatible with convex constraints that can be used for implementing some a priori information.

The left plot of Fig. 3 displays elliptical τ -quantiles with their center points, obtained for τ = 0.1, 0.3, 0.5, 0.7, and 0.9
from observations Yi, i = 1, 2, . . . , 166, where Yi ∼ U(−1, 1) × U(−2, 2) are mutually independent, i = 1, . . . , 138,
and Y139 = Y140 = · · · = Y166 = (0, 2)′. This picture shows how the weights can be used to handle multiple identical
observations, as the elliptical quantiles were generated from 139 points Yi, i = 1, . . . , 139, where the last observation
was assigned weight w139 = 28 and the others were left with their default unit weights. This example also demonstrates
that the elliptical quantiles might prove useful even for more general distributions with at least one axis of symmetry,
and that the process {sτ }τ of their centers might be found useful for testing various symmetry assumptions. After careful
analysis, this picture also illustrates the real possibility of quantile crossings (at the very top of the plot) and the fact that each
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Fig. 3. Elliptical quantiles with weights. The left plot shows elliptical τ -quantiles (gray curves) with their center points (small gray squares) where
the gray color gets darker with increasing τ , τ = 0.1, 0.3, 0.5, 0.7, and 0.9. The quantiles were computed from a sample of n = 166 observations
consisting of 138 (light gray) points drawn from the bivariate uniform distribution on (−1, 1) × (−2, 2) and of the point (0, 2) (marked with a small
black triangle) occurring 28 times in the sample. For the sake of comparison, the right plot presents the Tukey depth τ -contours, τ = 0.025, 0.075,
0.125, 0.175, 0.225, 0.275, 0.325, and 0.375, computed from the same data.

Fig. 4. Elliptical quantiles and flexibility. The plot depicts (dark gray) elliptical τ -quantiles, τ = 0.1, 0.3, 0.5, 0.7, and 0.9, computed from n = 1999
(light gray) independent observations drawn from the bivariate uniform distribution on either (−1, 1) × (−0.1, 0.1) (400 data points) or (−0.1, 0.1) ×

(−0.5, 0.5) (1599 data points).

elliptical quantile contour passes through a few observations. The Tukey (halfspace) depth τ -contours computed from the
same data for τ = 0.025, 0.075, 0.125, 0.175, 0.225, 0.275, 0.325, and 0.375 are included for comparison in the right plot.
Nevertheless, the comparison is not straightforward as the probability content of such a τ -contour is not directly related to
τ , unfortunately.

Fig. 4 depicts elliptical τ -quantiles, τ = 0.1, 0.3, 0.5, 0.7, and 0.9, computed from n = 1999 independent observations
drawn from the bivariate uniform distribution on either (−1, 1)×(−0.1, 0.1) (400 data points) or (−0.1, 0.1)×(−0.5, 0.5)
(1599 data points). The picture makes it evident that elliptical τ -quantiles are very flexible as they need not be only inflated
or deflated copies of one another. Furthermore, they could easily incorporate the information about their zero centers and
zero non-diagonal elements of Aτ , τ ∈ (0, 1), if it were known in advance.

Finally, Fig. 5 shows elliptical regression 0.5-quantiles and their center points, corresponding to the weights based on
the Epanechnikov kernel with bandwidth H0 = 0.15, that were computed for reference points z0 = −1.9, −1.8, . . . , 1.9
from n = 100 000 observations following the model (Y1, Y2) = (Z, Z2) + (1 + 3| sin(πZ/2)|)η with uniformly
distributed Z ∼ U(−2, 2) and normally distributed η ∼ N(0, 1/4) × N(0, 1/4). While the center points rightly
indicate the trend, the volumes and principal semi-axes of the elliptical quantiles may correctly reveal even a complicated
form of heteroscedasticity, not detectable by common multivariate regression procedures. The demonstration also shows
that the elliptical (regression) quantiles can be computed even for hundred(s) of thousands of observations where the
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Fig. 5. Local constant elliptical quantile regression. The plot displays elliptical regression 0.5-quantiles (gray curves) and their center points (small
gray circles), obtained for reference points z0 = −1.9, −1.8, . . . , 1.9 and lightening with increasing z0 . They were computed from n = 100 000
observations following the model (Y1, Y2) = (Z, Z2) + (1+ 3 | sin(πZ/2) |)η where Z ∼ U(−2, 2) and η ∼ N(0, 1/4) ×N(0, 1/4), and the weights were
calculated from the Epanechnikov kernel with bandwidth H0 = 0.15.

implementation of the methods of [6,11] or [5] would be probably not only too time consuming, but also very often failing
or numerically unstable at best.

All these examples confirm our belief that the proposed elliptical quantile concepts are indeed worthy of wide attention
and further investigation.
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