
Comparison of Leaf Recognition by Moments

and Fourier Descriptors
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M.D. Rettigové 4, 116 39 Praha 1, Czech Republic
petr.novotny@pedf.cuni.cz

Abstract. We test various features for recognition of leaves of wooden
species. We compare Fourier descriptors, Zernike moments, Legendre mo-
ments and Chebyshev moments. All the features are computed from the
leaf boundary only. Experimental evaluation on real data indicates that
Fourier descriptors slightly outperform the other tested features.
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1 Introduction

Recognition of plant species by their leaves is an important task in botany. Its
automation is at the same time a challenging problem which can be resolved
by visual pattern recognition methods. The plant leaves have high intraclass
variability and sometimes the leaves of different plants are very similar, which
makes this task difficult even for botanists.

Various approaches can be found in the literature. Kumar et al. [1] use a
histogram of curvatures. The curvature is computed as a part of a disk with
center on a leaf boundary covered by the leaf. The disks of several radii are
used. Chen et al. [2] use another type of curvature. Kadir et al. [3] use polar
Fourier transformation supplemented by a few color and vein features.

Nanni et al. [4] use the combination of inner distance shape context, shape
context and height functions. Wu et al. [5] use simple geometric features as
diameter, length, width, area, perimeter, smooth factor, aspect ratio, form factor,
rectangularity, narrow factor, convex area ratio, ratio of diameter to perimeter,
ratio of perimeter to length plus width and four vein features. The features are
evaluated by principal component analysis and neural network. Söderkvist [6]
uses similar features as a supplement to geometric moments with support vector
machine as a classifier. In [7], Zernike moments are used.
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Since the most discriminative information is carried by the leaf boundary (see
Fig. 2c), all above-cited papers employ boundary-based features. We decided to
objectively compare the most popular ones – Fourier descriptors, Zernike mo-
ments, Legendre moments, Chebyshev moments, and a direct use of the bound-
ary coordinates – on a large database of tree leaves.

2 Data Set

In the experiments, we used our own data set named Middle European Woody
Plants (MEW 2012 – Fig. 1, [8]). It contains all native and frequently cultivated
trees and shrubs of the Central Europe Region. It has 151 botanical species (153
recognizable classes), at least 50 samples per species and a total of 9745 samples
(leaves). In the case of compound leaves (Fig. 2b), we considered the individual
leaflets separately.

Fig. 1. Samples of our data set (different scale – MEW 2012 scans cleaned for this
printed presentation): 1st row – Acer pseudoplatanus, Ailanthus altissima (leaflet of
pinnately compound leaf), Berberis vulgaris, Catalpa bignonioides, Cornus alba, 2nd
row – Deutzia scabra, Fraxinus excelsior (leaflet of pinnately compound leaf), Juglans
regia, Maclura pomifera (male), Morus alba, 3rd row – Populus tremula, Quercus pe-
traea, Salix caprea, Tilia cordata and Vaccinium vitis-idaea.
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Fig. 2. (a) A simple leaf (Rhamnus cathartica). (b) pinnately compound leaf (Clematis
vitalba). (c) the boundary of the leaf (Fagus sylvatica).

3 Method

3.1 Preprocessing

The preprocessing consists namely of the leaf segmentation and boundary de-
tection. The scanned green leaves on white background are first segmented by
simple thresholding. The leaves are converted from color to graylevel scale and
then we compute the Otsu’s threshold [9]. The contours in the binary image are
then traced. Only the longest outer boundary of the image is used, the other
boundaries (if any) and holes are ignored.

Then we compute the following features: Cartesian coordinates of the bound-
ary points (CB), polar coordinates of the boundary (PB), Fourier descriptors
(FD), Zernike moments computed of the boundary image (ZMB), Legendre mo-
ments (LM), Chebyshev moments of the first kind (CM1) and that of the second
kind (CM2).

All the features need to be normalized to translation and rotation. The nor-
malization to the translation is provided by a subtraction of the centroid coordi-
nates m10/m00 and m01/m00, where mpq is a geometric moment. The rotation
normalization in the case of the direct coordinates, Legendre and Chebyshev mo-
ments is provided so the principal axis coincides with the x-axis and the complex
moment c21 would have non-negative real part

θ =
1

2
arctan

(
2μ11

μ20 − μ02

)

if (μ30 + μ12) cos(θ)− (μ21 + μ03) sin(θ) < 0 then θ := θ + π,
(1)

where μpq is a central geometric moment. All the boundary coordinates are
multiplied by a rotation matrix corresponding to the angle −θ. The starting
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point of the coordinate sequence is that one with the minimum x-coordinate. If
there is more such points, that one which minimizes y-coordinate is chosen.

3.2 Direct Coordinates

The simplest method is the direct use of the boundary coordinates as the
features. To normalize the features with respect to scaling, we resampled the
boundaries of all leaves to the constant number of samples nd. Nearest neighbor
interpolation was found slightly better than the linear interpolation for this pur-
pose. Then we used the Cartesian coordinates a2j−1 = xj/no and a2j = yj/no

as the features, so we have 2nd features together. no is the original number of
the boundary points, xj and yj are the resampled coordinates, j = 1, 2, . . . nd.

As an alternative, we tried to use the polar coordinates aj =
√
x2
j + y2j/no

and ϕj = arctan(yj/xj), where the angle is used with a lowered weight.

3.3 Fourier Descriptors

The Fourier Descriptors [10] are defined as Fourier transformation of the
boundary

F (u) =

no∑
k=1

(xk + iyk)e
−2πiku/no , (2)

where xk and yk are the original boundary point coordinates, no is their num-
ber, u is the relative frequency (harmonic). We use the descriptors in the range
u = −nh, −nh + 1, . . . nh, where nh is an empiric value common for all leaves,
F (−u) = F (no − u). After the translation normalization F (0) = 0 and it is not
further considered.

The scaling invariance can be easily provided by normalization of the ampli-
tudes by the squared boundary length. Another problem is that the magnitude
of the amplitude falls quickly with the frequency and we need the appropri-
ate weight of the features in the classifier, therefore we use the normalization
au = 10(|u|+1)|F (u)|/n2

o. The phase must be normalized to the rotation of coor-
dinates and to the change of the starting point: ϕu = angle(F (u))−ϑ−uρ, where
ϑ = (angle(F (1)) + angle(F (−1)))/2 and ρ = (angle(F (1))− angle(F (−1)))/2.

3.4 Zernike Moments

The Zernike moments are frequently-used visual features, see e.g. [11], defined
as

An� =
n+ 1

π

no∑
k=1

Rn�(rk)e
−i�ϕk , (3)

where rk and ϕk are the polar coordinates of the boundary and the radial func-
tion Rn�(x) is a polynomial of the nth degree

Rn�(x) =

(n−|�|)/2∑
s=0

(−1)s(n− s)!

s!((n+ |�|)/2− s)!((n − |�|)/2− s)!
xn−2s. (4)
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The parameter n is called order and � is called repetition. Since ZM’s were
designed for 2D images, we treat the leaf boundary (which is actually 1D infor-
mation) as a 2D binary image.

This explicit formula becomes numerically unstable for high orders, therefore
three recurrence formulas were developed. They are known as Prata method,
Kintner method and Chong method, we used the Kintner method [12]. The
scaling invariance is provided by a suitable mapping of the image onto the unit
disk. The points in the distance κno from the centroid are mapped onto the
boundary of the unit disk, where κ is a constant found by optimization of the
discriminability on the given dataset. The value κ = 0.3 was determined for
MEW2012. The parts of the leaf mapped outside the unit disk are not included
into the computation. The moment amplitudes are also normalized both to a
sampling density and to a contrast: an� = |An�|/A00, the phases are normalized
to the rotation as ϕn� = angle(An�)− � · angle(A31).

3.5 Legendre and Chebyshev Moments

The one-dimensional moments can be computed by

Pn =

no∑
k=1

(xk + iyk)Kn

(
2
k − 1

no − 1
− 1

)
, (5)

where xk, yk are the boundary coordinates normalized to rotation and start-
ing point by (1). Kn(x) is a Legendre or Chebyshev polynomial. They can be
computed by the recurrence formula

K0(x) = 1, K1(x) = α0x, Kn(x) = α1xKn−1(x) − α2Kn−2(x), (6)

where α0 = 2 for the Chebyshev polynomials of the second kind otherwise α0 =
1. α1 = 2 − 1

n and α2 = 1 − 1
n for the Legendre polynomials, while α1 = 2 and

α2 = 1 for the Chebyshev polynomials.
The amplitude features are used as an = |Pn|/n2

o and the phase features as
ϕn = angle(Pn). There is the coefficient 1/n2

o because of the scaling normaliza-
tion.

3.6 Leaf Size

The leaf size has big intraclass variability – the largest leaf is approximately
twice as large as the smallest one. Regardless, the size bears some interesting
information, we must use it only with a suitable weight (see the choice of ws in
the next section). When comparing the sizes of two leaves, we must compensate

for the resolution of the images if they are different. Then we find diameters d
(a)
m ,

d
(b)
m of both leaves and define the distance between the leaves as

δs(a, b) = 1− e
− (d(a)

m −d
(b)
m )

2

2d
(a)
m d

(b)
m . (7)
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4 Classifier

We use a simple nearest neighbor classifier with optimized weights of individual
features. While we can use just L2 norm for comparison of the amplitude features,
the phase features are angles in principle and we have to use special distance

δϕ(α, β) = min(|α− β|, 2π − |α− β|). (8)

The distance of two leaves in the feature space is than evaluated

df (�, q) = wsδs(d
(q)
m , d(�)m ) +

( ∑
k∈SA

(a
(�)
k − a

(�)
k )2

) 1
2

+

+wf

∑
k∈SP

wc(k)δϕ(ϕ
(�)
k , ϕ

(q)
k ),

(9)

where SA is the set of all indices, for which ak is an amplitude feature. Similarly,
SP is the set of all indices, for that ϕk is a phase feature. The weight wf is
constant for a given type of features, while wc(k) depends on the order of the
feature. We use wc(k) = 1/|uk| for FD and wc(k) = 1/nk for all the moments,
where uk is the current harmonic and nk is the current moment order. In the
case of CB and PB, wc(k) has no meaning. The parameters and weights of all
features were optimized for MEW2012.

In the training phase, the features of all leaves in the data set are computed.
In the classification phase, the features of the query leaf are computed, they are
labeled by index (q) in Eq. (9), while the features labeled (�) are successively
whole data set features. We only consider one nearest neighbor from each species.
Where the information whether the leaf is simple or compound is available, only
the corresponding species are considered.

5 Results

In the experiments, we divided randomly the leaves of each species in the data
set into two halves. One of them was used as a training set and the other half was
tested against it. The results are in Tab. 1. The Fourier descriptors slightly out-
perform the other tested features. The reason of their superiority to moments in
this task lies in numerical properties of the features. Since the leaves are similar

Table 1. The success rates (f – boundary features only, s – the leaf size, c – information
whether the leaf is simple or compound)

test CB PB FD ZMB LM CM1 CM2

f 64.55% 63.16% 79.88% 69.03% 66.69% 69.13% 74.98%
f & c 67.42% 66.67% 81.84% 72.31% 69.01% 71.92% 77.47%
f & s 74.01% 73.12% 85.43% 78.10% 75.04% 77.38% 77.19%
f & s & c 76.47% 76.16% 86.86% 80.70% 77.31% 80.14% 79.69%
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to one another, we need to use high-order features to distinguish them. How-
ever, when calculating the high-order moments, floating-point overflow and/or
underflow may occur for the orders higher than 60 (even for orthogonal moments
calculated by recurrent relations), which leads to a loss of precision. Fourier de-
scriptors are not so prone to overflow/underflow. Although they may also suffer
with numerical errors when calculating high-frequency coefficients, the influence
of these errors appears to be less significant. Another reason could lie in the shape
of the basis functions, which in case of Fourier descriptors can better characterize
the shape of most leaves. The direct use of the boundary coordinates, without
computing any sophisticated features, produces slightly worse results than both
Fourier descriptors and moments. It is also interesting that the leaf size is more
important than the information, whether the leaf is simple or compound.

Finally, we compared the performance of the automatic method with the
performance of humans. We asked 12 students of computer science to classify
the leaves visually. The experiment setup was such that they could see the query
leaf and could simultaneously browse the database and compare the query with
the training leaves. Unlike the algorithm, they worked with full color images, not
with the boundaries only. Each test person classified 30 leaves. The mean success
rate was 63% which is far less than the success rate of the algorithm regardless
of the particular features used. Hence, the public web-version of our method [13]
could be a good leaf recognition tool for non-specialists, which provides them
with better performance and higher speed than their sight.

6 Conclusion

We have tested several types of features in a specific task - recognition of wooden
species based on their leaves. We concluded that Fourier descriptors are the most
appropriate features which can, when combined with the leaf size, achieve the
recognition rate above 85%. A crucial factor influencing the success rate is of
course the quality of the input image.

In this study, the leaves were scanned in the laboratory. The system is not
primarily designed to work with photographs of the leaves taken directly on
the tree. In such a case, the background segmentation and elimination of the
perspective would have to be incorporated. We encourage the readers to take
their own pictures and to try our public web-based application [13].
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