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On Marginal Problem in Evidence Theory

Jil.ina Vejnarová*

Institute Information 'l'heory and Automation of the As cR,
Pod Vodárenskou véŽí 4, Prague. Czech Republic
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Abstract. I\Iarginal problem in the framework of evidence theorv is
introduced in a way analogous to probabilistic one, to address the ques-
tion of whether or not a common extension exists for a given set of
marginal basic assignments. similarities between these two problem types
are demonstrated, concerning necessary condition for the existence of an
extension and sets of all solutions. Finally, product extension of the set
of marginal basic assignments is introduced as a tool for the expression
of a representative in a closed form.

Keywords: Marginal problem, extension, product extension.

Introduction

The marginal problem - which addresses the question of whether or not a com-
mou extension exists for a given set of marginal distributions - is one of the most
challenging problem types in probability theory. The challenges lie not only in
a wide range of the relevant theoretical problems (probably the most important
among them is to find conditions for the existence of a solution to this prob-
lem), but also in its applicability to various problems of statistics [4[, computer
tomography [7], and artificial intelligence [12]. Recently it has also been stud-
ied in other frameworks, for example, in possibility theory [to] and quantum
mathematics [8],

In this paper we will introduce an evidential marginal problem analoggus
to that encountered in the probabilistic framework. lVe will demonstrate the
similarities between these frameworks concerning necessary conditions, and sets
of solutions; finally we will also introduce product extension of the set of mareinal
basic assignments.

The paper is organised as follows: after a brief overview of necessary concepts
and notation (Section 2), we will introcluce the evidential marginai problem,
necessarv condition, and the set of solutions in Section 3l and in Section 4 we
will deal with product extension.

2 Basic Concepts and Notation

In this section we will, as briefly as possible, recall basic concepts from evidence
theory [9] concerning sets and set functions.
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For an index set /y' :
each Xi having its values
a'm,ulti,dim,ens'ional frame
subfrarnes (for lí C N)

{1,2 , .  .  . ,  ? l } ,  l e t  {X;} i51 i  be  a  sys tern  o f  var iab les ,
in a finite set Xi. In this paper we will deal with
of d' iscernment X7,1 - X1 x X2 x . . .  X X,, and its

Xx :  X , .^Xt "

Throughout this paper, Xx will clenote a group of variables {X,},.5 when
dealing with groups of variables ou these subfralnes.

For,tI C 1( q l/ and Á c Xr<' we denote by /J'tt a projection of Ainto X,rr:

A r^t  - {y  e  X , ,1 t  I  l r  e  A  : ' y  : t Jn t } ,

where,  for  ,4.1 :  { i t , i2 , .  .  .  , i r . - ] . ,

x !^ I  _  ( . r i ,  " : l ; ' , ' ,  . , I i , , ' )  €  X , u .

In addition to the projection, in this text we will also need its inverse operation
that is usually called a cylindrical extension' The cyli,ndrical extension' of Á c
X6" to Xr (K C tr) is the set

A I L  : { r  €  X 1  .  r J f i  €  A }  :  AX  X r \ r r .

A niore cornplex instance is to rnake a comrnon extension of two sets, which
wi l l  be cal led a join [t] 'Bv a joi ,rt 'of twosets á e Xx and B C X; (K,L C N),
we will understancl a set

AxB :  { r  €  X x . , r  .  x t K  e  A  k  . r I I '  e  B } .

Let us note that, for any C C Xyu; it naturally holds C e CIK >< CJr, but
genera l l y  C  +CIK xCrL .

Let us also note that if K and L are disjoint, then the join of .4 and B is just

the i r  Car tes ian  proc luc t ,  Á>< B:  A  x  B ,  and í f .  K :  / '  then Ax  B:  A .B .
I f  KaL  +  A  2n6 l  /U{n r  nB t rKn t : 0  t hen  Ax  B : 0  a s  we l l .  Gene r a l l y ,
Ax B : l tKut n Bl l(tt),  i"e.,  a join of two sets is the intersect ion of their
cylindrical extensions.

In evidence theory [9], two dual measures are used to rnodel the uncertainty:
beiief and plausibility measures. Each of them can be defined with the help of an-
other set function called a basic (probabi,li,ty or beli,ef ) ass'ignment nz on X1,,, i.e.,

m : P(X7y) --+ [0, 1], where P(Xr,r) is the power set of X7e, and f o. x, rn(A) --

1' Furthernlore. v/e aSSuITIe that rn(O) :0.1 A set á e P(Xlu) is a focaL element
if  l lzíÁ) > 0.

For a basic assignrnent rn on X6 and l.y' C K, a marg'inal bas'ic asszgnment
of llz on X1r is defirred (for each Á C X^i ) by the equality

-Irrr 1A1 : t n(B). (1)
BeXx

B. r  ̂ /  - ,4

'  ' l 'his assumption is not generally accepted, e.g. , in l2l it is omitted.



rm of variables,
'wi l l  deal with
. X Xr, and its

{X'} ,e r .  when

n of. A into X17:

lverse operation
:tension of Á C

two sets, which
(t  (K,I  C .^{),

On Marginal Problem in Evidence'lheory 333

3 Marginal Problem

Let {X;};Ep be a finite system of finite-valued variables with values in {X1}i6nr.
Using the procedure of marginalisation (1) one can always uniquely restrict a
basic assignment ?n on X7y to the basic assignment rnK on X6 for K C l{.
However, the opposite process. the procedure of an extension of. a system of
basic assignments ffIK,, i - 1,.. . ) nz on X6, to a basic assignment mr on X6
(K : K1U. . .U K-), is not unique (if it exists) and can be done in many ways.

Let us demonstrate this fact with two simple examples.

Example ].. Corrsider' ťor i =L,2, two basic assignmentS II2i oÍl X; = {ai,b1},
specified inthe left-hand sideof Table 1. Ourtaskisto find a basic assignment rn

Ťable 1" Example 1: basic assignments m1 and m'z and m and m,

- i Í ' r X

{"r i
{bz}
Xz

0.6
0

0.4

f i ,

0.3
0 .1
0.4

0.2

0.2
0 . 1

tr. t)

{a taz )

{bPr}
X1  x  {oz}

{a1a ,2 . fub ,2}

{o r }  x  X z

{ó r}  x  Xz

{řl-az]r
X r xX z

ÁcXr m t ( A )

'JK D< CJa, but

A and B is just
><B:  A )8 .
vell. Generally,
;ection of their

he uncertaintY:
the heip of an-
m on X6, ,  i "e . ,

).og*' rn(A) =

a Jocal element

s'ic assignrnent

on X1 x X2 satisfying these tnarginal constraints. It is easy to realise that, e.g.,
m oÍ m, contained in the leÍt-hand side of Table 1 is a solution to this problem.
It is obvious that one can find numerous different solutions to this problem" O

The following example is devoted to a (more interesting) case of overlapping
marginals"

Example 2. Consider two basic assignments mi (for i : I,2) on X,. x X3
(X, = {oo.br}, i : 7,2,3) specif ied in Table 2. It is again easy to real ise that borh

Table 2. Bxample 2: basic assignments ntt and mz,

0.5
0.3
n ,

u. , l

0"3
n ,

{aza3}

{azas,  bzbe}

X2  x  {a3}

(1 )
joint basic assignments rn and m/ contained in Table 3 satisfy these constraints.
And it is again obvious that one can find numerous different solutions to this
problem. Ó

C X 1  x

{or os }
{atae ,  brb: t \

Xr  x  {os}



ÁeX l XX2Xx3 |m(Á )

{ a1a2a s }

{a taza : l , búzbs}  I  0 ' 3

X1  xX2x {o s }  lO . Z

J' Vejnarová

Table 3. Example 2: basic assignrnents nr and nr'

{ a 1 a 2 a 3 }

{a razas , ř r b zbe}

{ o r } x X 2 x { a 3 }
X1  x  {o ,243}

0 .3
0.3
0.2
0 .2

The evidential rnarginal problem can be, analogous to probabilitv theory,
understood as follows: Let us assume that Xi, i € N, 1 Š |l/l < oo are finitelv-
valued variables, K is a system of nonempty subsets of N and

5-{nrr<,Kerc}  e)

is a family of basic assigntnents, where each nr,6 is a basic assignrnent on X6.
The problem we ar"e interested in is the existence of an extens'ion, i.e., a basic

assignmeut rn on X whose tnarginals are basic assignments frclm 5: or, rnore
generally. the set

5  :  { n l , , , , ! R  : l T L K l Á  e  r c }

is of interest.
Let us note that we will not be able to find any basic assignment on X1 x X2 x

X3 with prescribed two-dimensional rnarginals in Example 2 \f these marginals
do uot satisfui quite a uatural condition called a projectivit;, (or compatibility)
condition.

Having two basic assignments nl1 and rrL2 oo X6 and X;, respectively (K, L C
l{), we say that these assignrnents are projectiueit

,n!on' - *tn",

which occurs if and only if there exists a basic assignment n) on X6sp such
that both n}1 and 'ITL2 a"Í€ rnarginal assignnrents of some 7n ol1 Xxuz, (cf. also
Theorem 2).

This condition is clearly necessal'y, but not sufficient, as demonstrated in
Example 3.

Example 3. Let X. be the same as in Example 2, ancl rn1./)12 and rn3 be
defined as shown in Table 4.

Although these three basic assignments are projective. rnore exactly,
r n i ( { a r } )  : 0 . S  a nd  r n , ( X r )  : 0 . 5  f o r  i : 1 . 2 , 3  a nd  j  : ' i , i + L (moc l 3 ) ,  n o  b a s i c
assignment ?n on X1 x X2 x X3 exists that would have them as its marginals .
Frorn the first two marginals one can derive that the only focal elements of rn
are {a1a2ay} and Xr x X2 x X3, but none of them is projected to any of the

(3)

focal elenents of rn3.
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Table 4" Example 3: basic assignments m7' n1,z anó rneL nt'

;r17r
0.3
0.3
0.2
0.2

{anz}
X r x X z

{o'or}
X 2 x X 2

0"5
U . Ď

0.5
U.i)

probability theory,
V l  <-a re f i n i t e l y -
rd

(2 )

ssignrnent on X6.
:enszon, i.e., a basic
; from S; or, more

(3)

ment on X1 x X2 x
if these marginals
(or compatibility)

spectively (K, L t

nz on X6e; Such
on X6;1 (cf. also

; demonstrated in

L1, tYL2 and m3 be

'e, more exactly,
lQnod3), no basic
as its rnarginals .

cal elements of rn
:ted to any of the

0

In the probabilistic framework, projectivity is a necessary condition for the
existence of an extension, too. and becomes a sufficient condition if the index sets
of the marginals can be ordered in such a 'ň/ay that it satisfies a special property
called the running intersection property (see, e.g., [6]), or equivalently, if the
model is decomposable. We conjure that a similar result also holds in evidential
framework; nevertheless, it will remairr a topic for our future research.

If a solution of an evidential marginal problem exists, it is (usually) not unique,
as we have already seen in Examples 1 and 2. This fact is completely analogous to
the probabilistic framework, And the following theorem reveals another analogy
in this respect,

Theorem l.. The set á(S) zs a ConueÍ, set of bas,ic assignments,

Proof' Let rn1 Jn72 e á(S) and m be such that

m(C)  -  en t ,1 (C)  +  ( I  -  a )m2@)

for any C c X,^,,. Since mfK(CrK) = m*K (C!*) - ,rt{ (CJr() for any K e K,
we get

,r,LK qglK1 : an,tK GtK) + (1 * a)mlK Gtn) : rrL,{ (Ctn)

for any K e K. Therefore, m e á(S).

A convex combination of basic assignments rn and rn' usually leads to a more
complex basic assignment with a higher number of focal elements, as can be seen
frorn the following simple example.

Example L (Continued) Combining nz and nzr with a : 0.5, we obtain the
basic assignment contained in Table 4" O

This fact is again analogous to a probabilistic framework, but contrary to the
probabilistic case, where the number of focal elements is lirnited to the cardinality
of X7y, in evidence theory the increase of the number of focal elements may lead
to intractable tasks,

4 Product Extensions

It is evident that it is rather hard to deal with the whole sets of extensionsr
hence it seems to be reasonable to look for a reoresentative of each such set"

{ a r } xX3  |  0 . 5

X1  x { a3 }  10 . 5
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{a t  a z}

{b raz )

{a taz ,  b rbz}

Table 5. Example 1: bilsic assignment rn*

0 .1
0 .2
0.2

Detnpster's rule of combination [9] is a standard way to combine (in the frarne-
work of evidence theory) information from different sources. It has been fre-
quently criticised since the tirne it first appeared. That is why many alternatives
to it have been suggested by various authors"

Fronr the viewpoint of this paper, the most important altlong them is the
conj'unctiue com,b'ination rule [2]. which is, in fact, a non-rlormalised Dempster's
rule defined for nr1 and rn2 on the sanle space Xx by the formula

( , , . 1@nr ,2 ) (C ) :  t  n i 1 ( , 4 ) rn2 (B ) .
. . l ,BCX/( AaB:Cl

The result of tli is rule is one of the exaurples of a l)on-normalisecl basic assign-
nerlt.

It can easily be generalised [3] to the case wlr.en r]? 1 is clefinecl on X7i and m2
is defined on 'X1 (I{ + L) irr the followingway (for aly C € X6g;):

( r r i 1 @  n r 2 ) ( C )  : tn .1 (A ) r t t ' 2 (B ) .  (4 )

..iÍř;;i1':"
Another possible way to solve this problem is to use the procluct extension of

rlalginal basic assignrnents defined as follows:

Definition L. Let ?n1 and rn2 be projectiue bas,ic ass,igntnents on xy and x1
(I{,L q N), 'respectiuely. We will call basi,c ass,ignrnent rr7 on Xxur prod,uct
exterts'io'n of rtt l and nt,2 ,if for anu A : Xtx x AIL

tn(A'1 :
,,"!ti 1A+n S . ,.!L lAttS

, , , . ! K - L (A IK . ' L )

'wheneuer the right-hand s,Lcle is defirtetl, and n't(A) : O otherw,ise.

Let us note that ttre clefinitiort is only seemingly non-commutative, as rn1 'and

rn,2 d"r'e supposed to be projective. Therefore. it is irrelevant which marginal is
usecl iu the deuominator'.

In the following example we will show that a product extension is more ap
propriate than Dempster's rule of cornbination.

(5)

ÁeX rxXz |m- (Á )

{o r } xX2  |  o . t

{ ó r } xX2  |  o . t

. 4C x  X z |m- (Á )

{o ,}  I  o05
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Table 6. Bxample 4: basic assignments nrt. nLzZ

Example 4. Let X;, i : I,2,3, be the same as in previous examples and nzy
and rn2 be two basic assigrlments defined as shown in Table 6,

Since their marginals are projective, as can easily been checked, there exists
(at least one) common extension of both of them,

Applying the conjunctive combination rule to the marginals, one obtains val-
ues contailled in the left-hand part of Table 7 with the marginal basic assign-
ments different from the orisinals,

Ťable 7. Example 4: basic assignmettts obtained by Dempster's combination rule and
product extension

Á c xl  x X.[nl '  ( .4j

X1  x{ ó3}  |o . s
{ (o r á3 ,  a ' o ' ) } l  0 .5

;E GI
l*'
I 0.25

re (in the frame-
t has been fre-
any alternatives

Ing then is the
isecl Dempster's
rla

ed basic assign-

on X6' atrd rn2
' u L  ) -

rct extensiou of

tn Xyl and, Xr,

Xxrrt 'Product

[ive, as rtl1 and

ich marginal is

on is more aP-

0.25
0.2-o
0.25
0,25

(4 ) On the other hand, product extensious of basic assignments 171.1 atld ?r)2 con-
tained in the right-hand side of Table 7 keep both rnarginals. O

The difference consists in arssigning values to joins of focal elements of the
marginal basic assignments. While in ( ) the original basic assignments are used
even in instances in which focal elements have different projections; at least one
of the marginals is equal to zero in (5) in this case, which means that these sets
cannot be focal elements of the joint basic assignment.

This result was not obtained by chance, as the following assertion implies.

Theorem 2. Let m1 and, nt2 be two projectiue basic. ass,ignrnents on X1q and
Xl (K,L e N ), respectiuely, and nz be thei'r product eúension' Then

nt}K 181 :  nt t(B) ,

nrlL 1C1 : ntz(C)

for any B e X6, and C € X1, respect,iueLy'

Proof. It follows directly frorn Theorem 1 in [11]. fl

The next step woulcl be to prove an analogous result for a more general system
of basic assignments (as suggested in the previous section). Results fonn [51
indicate that it could be done.

(5 )

Ae Xz x X3ln?.2( ,4)
X2x { ó 3 }  l 0 . 5

{ (oz ó r ' o ' ó a ) i |  05

X i xX z x i b a )

{(apzh,btbzas)}
X1  x { a z } x { Ó a }

a l }  x  X z  x  { ó e

4 E)(?_x X3 lnt.4(A)
X rxXex{h}10 .5

{ (a1a2b3 ,hbzaz )} l  0 .5
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Conclusions

SIe have iutroduced an evidential urarginal problem in a way analogous to a
probabilitv setting. where marginal probabilities are substitutecl b1. nrarginal
basic assiguurents.

\Ň'é pr.esertted the l}ecessarv conditiorrs for tlre existetrce of a solutiorr to tlris
problem and also clealt w'ith the sets of all solutions. Finally. we introduced a
so-callecl plocluct extension. which enables us to exprress an extension of the
probleur in a closed form.

There are still many problems to be solved in the futule, such as the stlucture
of the set of extetrsious of the problem as well as a gelreralisation of the procluct
extension to a urole geuelal index set of nrarginal basic assignrnents.
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