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Abstract—The unsupervised color image segmentation com-
petition is taking place in conjunction with the ICPR 2014
conference. It aims to promote evaluation of unsupervised color
image segmentation algorithms using publicly available data sets.
The results evaluation is based on the standard performance
assessment methodology using the online web verification server.
We present in this paper the top six preliminary results submitted
to this contest till the ICPR paper submission deadline.

I. INTRODUCTION AND RELATED WORK

Unsupervised or supervised texture segmentation is the
prerequisite for successful content-based image retrieval, scene
analysis, automatic acquisition of virtual models, quality con-
trol, security, medical applications and many others. Although
more than 1000 different methods were already published
[1], [2], [3], [4], [5], [6], [7], [8], this ill-defined problem is
still far from being solved and even cannot be solved in its
full generality. In addition to that, very little is known about
properties and behaviour of already published segmentation
methods and their potential user is left to randomly select one
due to absence of any counselling. This is among others due
to missing reliable performance comparison between different
techniques because very limited effort was spent to develop
suitable quantitative measures of segmentation quality that can
be used to evaluate and compare segmentation algorithms.
Rather than advancing the most promising image segmentation
approaches novel algorithms are often satisfied just being
sufficiently different from the previously published ones and
tested only on a few carefully selected positive examples.

The contest aim is to overcome these problems by sug-
gesting the most promising approaches to the unsupervised
learning and image segmentation and to unify the verification
methodology used in the image segmentation research. The
performance of all submitted algorithms will be summarised
in a presentation given at the conference.

II. CONTEST BENCHMARK

The contest uses the Prague texture segmentation data-
generator and benchmark [9], [10], [11] which is web
based (http://mosaic.utia.cas.cz) service designed
to mutually compare, validate, and rank different texture
or image segmenters and to support new segmentation and
classification methods development. The benchmark verifies
their performance characteristics in either supervised or
unsupervised mode on potentially unlimited image / frame
sets of monospectral, multispectral, bidirectional texture
function (BTF), satellite, and dynamic textures using extensive
set of prevalent numerical criteria. It enables to test their
noise robustness, scale, rotation or illumination invariance, etc.

III. CONTEST DATA

Benchmark contest data sets are computer generated 512×
512 mosaics using the Voronoi polygon random generator
filled with randomly selected natural color textures (see Fig.1).
The contest uses the large size (80 textural mosaics) unsu-
pervised Colour benchmark without noise degradation. Linear
region borders are chosen for the contest but the benchmark
allows various border types.

→ →

Fig. 1. Texture mosaics generating scheme.

IV. PERFORMACE EVALUATION

The benchmark has implemented the twenty seven most
frequented evaluation criteria categorized (see detailed speci-
fication in the benchmark) into four groups: region-based [12]
(5 criteria with the standard threshold + 5 performance curves
– Fig.2 – with their performance integrals over all threshold
settings), pixel-wise (12 + F–measure curve), consistency
measures (2) [13] and clustering comparison criteria (3) [14].
The performance criteria mutually compare ground truth image
regions with the corresponding machine segmented regions.
The contest criterion is the average rank over all benchmark
criteria. The top methods will be verified by organizers using
submitted codes. During the contest submission period all
participants can see only their results and the non-contest
results in the benchmark. The detailed mutual comparison table
will be publicized after the contest workshop.

V. SUBMITTED METHODS

A. VRA-PMCFA

The Voting Representativeness – Priority Multi-Class
Flooding Algorithm [15] is an unsupervised texture image
segmentation framework with unknown number of regions,
which involves feature extraction and classification in feature
space, followed by flooding and merging in spatial domain.
The distribution of the features for the different classes are
obtained by a block-wise unsupervised voting framework using
the blocks grid graph or its minimum spanning tree and the
Mallows distance. The final clustering is obtained by using the
k-centroids algorithm. An efficient flooding algorithm is used,
namely, Priority Multi-Class Flooding Algorithm, that assign
pixels to labels using Bayesian dissimilarity criteria. Finally,
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VRA-PMCFA
(1.33)

texNCUT
(2.38)

FSEG
(3.05)

MW3AR8
(3.90)

Deep Brain Model
(5.10)

CGCHI
(5.24)

↑CS 75.14 1 72.54 2 69.18 3 53.66 4 36.54 5 10 .95 6

↓OS 12.13 3 10.92 2 14.69 4 51 .40 6 41.63 5 2.19 1

↓US 9.85 3 9.61 2 13.64 4 14.21 5 55 .02 6 3.96 1

↓ME 4.38 1 10.25 5 5.13 2 5.54 3 6.71 4 81 .91 6

↓NE 4.37 1 9.83 5 4.62 2 6.33 3 7.87 4 81 .39 6

↓O 4.51 1 7.33 2 9.18 3 19.86 4 47.36 5 59 .33 6

↓C 8.89 2 8.17 1 12.54 3 84.27 5 99 .63 6 51.77 4

↑CA 83.45 1 80.58 2 78.23 3 70.15 4 49.82 5 35 .62 6

↑CO 88.12 1 86.89 2 84.45 3 75.41 4 62.63 5 50 .50 6

↑CC 90.73 1 88.28 3 87.38 4 89.36 2 70.34 5 49 .27 6

↓ I. 11.88 1 13.11 2 15.55 3 24.59 4 37.37 5 49 .50 6

↓ II. 1.48 1 2.36 2 2.52 3 2.63 4 12 .39 6 10.69 5

↑EA 88.07 1 86.39 2 84.25 3 77.82 4 56.56 5 47 .04 6

↑MS 83.92 1 80.33 2 78.83 3 70.25 4 46.01 5 26 .89 6

↓RM 3.75 2 3.69 1 4.73 4 3.77 3 5.38 5 10 .28 6

↑CI 88.72 1 86.97 2 85.04 3 79.67 4 59.27 5 48 .39 6

↓GCE 6.55 1 11.92 4 9.34 2 9.58 3 13.03 5 42 .35 6

↓LCE 3.90 1 6.85 4 6.08 3 5.07 2 7.56 5 38 .59 6

↓ dD 7.59 1 9.18 2 10.01 3 14.15 4 21.44 5 40 .15 6

↓ dM 4.76 1 6.03 2 6.99 3 10.00 4 25 .35 6 25.32 5

↓ dVI 14.22 2 14.19 1 14.33 3 15 .90 6 15.49 5 14.47 4

↑CS 71.77 66.14 63.58 50.71 33.18 11 .96
↓OS 11.27 10.35 12.99 46 .22 40.10 3.13
↓US 8.56 9.01 11.39 12.45 46 .45 6.53
↓ME 11.51 18.89 15.65 14.56 19.29 77 .10
↓NE 11.50 18.71 15.36 14.94 20.51 76 .17
↑F 88.54 86.81 84.82 79.15 60.90 48 .01

TABLE I. COLOUR BENCHMARK RESULTS FOR VRA-PMCFA, TEXNCUT, FSEG, MW3AR8, DEEP BRAIN MODEL, CGCHI; (BENCHMARK

CRITERIA: CS = CORRECT SEGMENTATION; OS = OVER-SEGMENTATION; US = UNDER-SEGMENTATION; ME = MISSED ERROR; NE = NOISE ERROR; O =
OMISSION ERROR; C = COMMISSION ERROR; CA = CLASS ACCURACY; CO = RECALL - CORRECT ASSIGNMENT; CC = PRECISION - OBJECT ACCURACY; I. =

TYPE I ERROR; II. = TYPE II ERROR; EA = MEAN CLASS ACCURACY ESTIMATE; MS = MAPPING SCORE; RM = ROOT MEAN SQUARE PROPORTION

ESTIMATION ERROR; CI = COMPARISON INDEX; GCE = GLOBAL CONSISTENCY ERROR; LCE = LOCAL CONSISTENCY ERROR; DD = VAN DONGEN

METRIC; DM = MIRKIN METRIC; DVI = VARIATION OF INFORMATION; f̄ ARE THE PERFORMANCE CURVES INTEGRALS; F̄ = F–MEASURE CURVE; SMALL

NUMBERS ARE THE CORRESPONDING MEASURE RANK OVER THE LISTED METHODS).

a region merging method, which incorporates boundary infor-
mation, is introduced for obtaining the final segmentation map.
The proposed scheme is executed for several number of regions
and the number of regions is selected to minimize a criterion
that takes into account the average likelihood per pixel of the
classification map and penalizes the complexity of the regions
boundaries.

B. FSEG

A factorizaton-based texture segmenter [16] uses local
spectral histograms as features. It constructs an M×N feature
matrix using M–dimensional feature vectors in an N–pixel
image. Based on the observation that each feature can be
approximated by a linear combination of several representa-
tive features, the method factors the feature matrix into two
matrices - one consisting of the representative features, and
the other containing weights of representative features at each
pixel used for linear combination. The factorization method is
based on singular value decomposition and nonnegative matrix
factorization. The method uses local spectral histograms to
discriminate region appearances in a computationally efficient

way and at the same time accurately localizes region bound-
aries.

C. MW3AR8

An unsupervised multi-spectral, multi-resolution, multiple-
segmenter for textured images with unknown number of
classes is based on [17]. The segmenter is based on a weighted
combination of several unsupervised segmentation results, each
in different resolution, using the modified sum rule. Multi-
spectral textured image mosaics are locally represented by
eight causal directional multi-spectral random field models
recursively evaluated for each pixel. Single local texture model
is expressed as a stationary causal uncorrelated noise driven
3D autoregressive process [18]:

Yr = γXr + er ,

where γ = [A1, . . . , Aη] is the parameter matrix, r = [r1, r2]
is the regular lattice multiindex, Icr is a causal neighborhood
index set with η = card(Icr) and er is a white Gaussian noise
vector with zero mean and a constant but unknown covariance,
Xr is a corresponding vector of the contextual neighbours
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Fig. 2. Benchmark criteria curves for method: VRA-PMCFA (a), texNCUT (b), FSEG (c), MW3AR8 (d), Deep Brain Model (e), and CGCHI (f), respectively.

Yr−s. The single-resolution segmentation part of the algorithm
is based on the underlying Gaussian mixture model and starts
with an over segmented initial estimation which is adaptively
modified until the optimal number of homogeneous texture
segments is reached.

D. Deep Brain Model

Deep brain model is an unsupervised segmentation frame-
work with unknown number of classes simulating the deep
structure of the primate visual cortex. This model is based on
a deep scale space in which a pool of receptive field models in

pre-cortical processing and early vision is applied in each scale
to produce feature maps. The graph-based image segmentation
[19] is then employed to select object boundaries among the
edges of superpixels.

E. CGCHI

The Combined Graph Cut [20] based segmentation with
histogram information [21] on regions method is a combination
of global and local coherent information. It finds the sufficient
number of clusters by using histograms and probability theory.
Subsequently, the method uses metric space strategies to model
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local intensity features of input image. Some problems in this
method are from two main sources, wrong number of cluster
estimation and the other one is the modeling method failures.

F. texNCUT

A modification of the NCUT method [4] which is using
textural features.

VI. RESULTS EVALUATION

Selected (twelve of eighty) test images for visual compar-
ison of the recent top six methods (VRA-PMCFA, texNCUT,
FSEG, MW3AR8, Deep Brain Model, CGCHI) submitted to
the contest are shown in Figs.3,4.

However, the main benefit of the benchmark are the nu-
merical performance criteria evaluated for each tested method.
Integrated numerical results of these six methods are reported
in Tab.I, where ↑ / ↓ denotes the required criterion direction
and bold numbers the best criterion value achieved from all
six compared methods.

It shows a qualitative gap between the VRA-PMCFA
method and the remaining ones. The VRA-PMCFA method
scores best in all criteria except five criteria (OS, US, C, RM,
dVI). The method is very robust in the correct segmentation
criterion which is demonstrated on the flat curve (Fig.2-a) of
this criterion. The second texNCUT method performs well
except its region border localization which is rather poor as
can be seen on Figs.3,4-d. It is indicated also by numerical
results of the global and local consistency error criteria (see
LCE and GCE rows in Tab.I). The third FSEG method has
solid performance on all criteria (ranked between 2–4) but does
not win any specific criterion. The fourth MW3AR8 method
is slightly worse than the third one. Its current version has
strong over-segmentation tendency which is also demonstrated
on Fig.2-d.

More detailed insight into the behaviour of single methods
can be obtained by consulting corresponding criteria descrip-
tion [10] and their achieved values in Tab.I.

VII. CONCLUSION

Unusually extensive benchmarking of the contest methods
allows to get deep and reliable insight into their properties.
The presented results are still preliminary, especially the last
two methods (Deep Brain Model, CGCHi) where authors just
submitted their very early results. Some contest authors are
continuing development of their algorithms and the final top
methods ordering and their performance might change.
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Fig. 3. Selected benchmark mosaics (a), ground-truth (b), VRA-PMCFA (c), texNCUT (d), FSEG (e), MW3AR8 (f), Deep Brain Model (g), CGCHI (h)
segmentation results, respectively.
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Fig. 4. Selected benchmark mosaics (a), ground-truth (b), VRA-PMCFA (c), texNCUT (d), FSEG (e), MW3AR8 (f), Deep Brain Model (g), CGCHI (h)
segmentation results, respectively.
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