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Researchers have put a decent e�ort into investigation of penalized regression methods for
simultaneous variable selection and coe�cients estimation. The aim of variable selection is
to identify the best subset among many variables to include in a model in order to improve
its prediction performance, provide faster and more cost-e�ective predictors, and obtain
better understanding of the underlying process that generated the data.

The LASSO (Least Absolute Shrinkage and Selection Operator) introduced by Tibshirani
in 1996 [4], is a regression method that involves penalizing the absolute size of the regression
coe�cients by constraining the sum of the absolute values of the estimates. The given max-
imum for the sum of the estimates is a tuning parameter. The problem can be transformed
to optimization of a L2 norm with additional L1 regularization term on the unknown. The
tuning parameter is then the multiplier of the L1 norm. Since the tuning parameter a�ects
the coe�cient estimation and variable selection, we want to �nd the optimal value for the
tuning parameter to get the most accurate coe�cient estimation and best subset of predic-
tors. There are many methods available to select the optimal value of the tuning parameter
that results in a the best subset of predictors, we have taested: cross validation (CV) [4],
L-curve criterion [1], and Variable Selection stability method [3].

The objective of this work is to evaluate and compare these three methods for selecting the
optimal value of tuning parameter in terms of coe�cient estimation accuracy and correct
variable selection through simulation studies. The practical usefulness of our contribution is
demonstrated on an application to real data from the European Tracer Experiment (ETEX)
[2].
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