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Abstract. According to Game Theory a human subject playing the Ul-
timatum Game should choose more for oneself and offer the least amount
possible for co-players (assumption of selfish rationality) [1]. However,
economy, sociology and neurology communities repeatedly claim non-
rationality of the human behaviour [2], following the observation that
responders reject offers they find too low and proposers often offer more
than the smallest amount, thus suggesting that humans’ behaviour is sig-
nificantly influenced by social norms. We also assume human rationality,
but our model describes a human-responder via decision process with a
reward function respecting fairness as much as the economic profit. This
model is positively tested against a set of original experimental data,
thus providing an insight into human’s motivation as a social being.

1 Introduction

Decision-making (DM) is considered the most essential phase in a human vo-
litional act and according to traditional economic models [3] humans could be
replaced by “rational agents” described as “cold gain maximizer” [4]. Predic-
tions implied by this are well seen on the considered Ultimatum Game (UG).
In the UG [5] two players have to split a sum (say 10CHF), with one acting
as the proposer and the other as the responder. If the responder accepts the
offer, the money is split accordingly. If the responder refuses, both players gain
nothing. The rational DM strategy, suggested by the Game Theory, predicts
that the two players’ behaviours should converge towards the Nash equilibrium.
The best decisions include accepting even the smallest possible offer. In reality,
proposers tend to offer rather fair offers and responders’ tend to reject offers
that are judged as unfair (e.g., less than 20 percent of the shared amount).

An intuitively plausible interpretation of this phenomenon is that respon-
ders would rather give up some profit than be treated unfairly. This behaviour
provides an insight into human’s motivation as a social being [6].



The aim of this paper is to present a model that considers fairness aspects
as the cause of the deviations from the predicted game-theoretical behaviour in
UG responder’s behaviour. The model shows that apparent irrational behaviour
is indeed rational if reward functions include social factors of decision-making
such as human attitude to fairness. The proposed model is tested against a set
of real data and extremely well predicts responders’ decisions.

2 Theoretical and Experimental Methods

Ultimatum game as a decision-making problem In real-life we can assume
that humans are driven to maximize their gain iteratively in a sequence of trans-
actions. This kind of situation occurs with an iterative implementation of the UG
[7], which is originally a one-shot bargaining game with no communication and
no negotiation. The first player (Proposer) offers how to split a limited resource
(an amount of money ¢). If the second player (Responder) accepts the deal, the
resource is distributed according to the proposal (that is s for Responder and
(¢ — s) for Proposer), otherwise both players get nothing.

Let us consider a DM problem, where the decision maker is Responder, while
the Proposer is a stochastic process. In these settings the observed state s € S is
an offer, decision d € D, where D ={rejection, acceptance}. The aim is to find
a Responder’s strategy maximising Responder’s economic profit and attitude
to fairness. After i € N rounds Responder’s profit is zg(i) = Sy sk(de — 1)
and Proposer’s profit is zp(i) = Y, _ (¢ — si)(dy — 1), where s; € S, S =
{1,...,q — 1}, is an offer in the ith round, and d; € D = {1,2} is a decision in
the 7th round, where 1 denotes rejection, 2 stands for acceptance.

Model of Responder Let Responder’s reward at the ith round be defined
by r;(s,d) and a weight w € [0, 1] be associated with Responder’s fairness. We
considered three alternative types of Responder:

RO: Rational Responder who follows Game Theory. The optimal decision is
to accept any non-zero offer. Responder’s reward at the ith round equals
ri(s,d) = zr(i), where zg (i) is a pure economic profit.

R1: Mutual Fairness Responder who cares about fairness for both players.
For this type of Responder, the reward at the ¢th round is modelled by
ri(s,d) = wzgr(i) — (1 — w)|zr(i) — zp(i)|, where wzg (i) is Responder’s
weighted economic profit and the term (1 —w)|zg(i) — zp(i)| reflects mutual
fairness. The corresponding optimal decisions were obtained via a simple
maximization of the current reward. This is a greedy approximation of the
optimal DM.

R2: Selfish Fairness Responder who cares about fairness only towards him-
self. Responder’s reward at the ith round is 7;(s, d) = w zg (i) — (1 —w) zp (i),
where w zg(4) is a weighted economic profit and (1 —w) zp(i) reflects selfish



fairness. In this case the optimal decisions can be found explicitly and are
d; =2 (“accept”) if s; > (1 —w)q and d; =1 (“reject”), otherwise.

Learning of Weights Learning of weights is performed in real-time for each
Responder. The learning algorithm is the same for R1 and R2.

Assuming Responder’s rationality, Responder decisions are optimal with respect
to the reward containing both economic profit and fairness. The degree of balance
between these two components (expressed by the weight w in R1 and R2) is
specific for any Responder and can be learned from the decisions made.

At ith round available data consists of i — 1 past offers and Responder’s
decisions (accept or reject). Assumption on optimality of Responder’s past deci-
sions implies ¢ — 1 linear inequalities giving lower w,_; and upper w; bounds on
weights fitting this assumption. The centre of the interval [w, ;,w;_1] serves as
the current weight estimate. The optimal decision, made for the weight estimate
and the offer s;, serves as a prediction of Responder’s decision.

The accuracy of exactly predicted decisions from all made by Responder’s
then indicates how much the Responder acts as the optimiser of the reward
considered. This is the specific leave-one-out validation of Responder model.

Participants and Behavioural Procedure Twenty neurological healthy,
right-handed participants (of either sex, age range 18 —45) volunteered to partici-
pate in the study and played with virtual money. All had normal or corrected-to-
normal vision and all were naive to the UG. They were informed about the UG
test at the beginning of the study and provided consent for their participation in
line with the Declaration of Helsinki and upon approval by the ethics committee
of the Faculty of Business and Economics of the University of Lausanne. The
participants were comfortably seated in a sound- and light-attenuated room. The
task was implemented using the E-Prime software (Psychology Software Tools,
Inc., Sharpsburg, PA 15215-2821, USA). The participants watched a computer-
controlled 19”7 LCD monitor, with SXGA resolution at a distance of 50 — 60 cm.
They were instructed about the task and to maintain their gaze on the central
fixation cross throughout the experiment. The numerical keypad was used as a
response device. The experiment consisted of one block beginning with 20 prac-
tice trials to familiarize participants with the task. Each participant played both
roles of proposer (90 trials overall) and responder (90 trials overall, Fig. 1) in
three alternated blocks of 30 trials each. Participants were told to play the UG
trying to maximize their profit as much as possible, irrespective of their role in
the game. Each UG trial involved a take-it-or-leave-it integer split of 10CHF.
Participants in this study played against a second player that was in fact a com-
puter program (virtual player), even though participants were not told explicitly
(task instructions mentioned a generic “second player”).

Each “responder” trial started with the pressure of the spacebar of the com-
puter keyboard (event B at time 0, Fig. 1). In this case the proposer, the virtual
player, implemented a strategy such that offers occurred randomly with an equal
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Fig. 1. Illustration of the Ultimatum Game task with the participants acting as re-
sponders. Event (S) indicate the stimulus onset. Time intervals are indicated in ms.

frequency of 14.28% each for values in the range 3 — —7 and with an equal fre-
quency of 7.15% each for values 1, 2, 8, or 9. After an interval of 3000 ms during
which participants maintained their gaze on the central fixation cross the mes-
sage “You are offered s. Do you accept 7”7, corresponding to event S, appeared
on the center of the monitor. The responder’s decision (event HR, human player
response, Fig. 1) was conveyed by pressing the bottom left key (YES), labeled
with a smiled face smiley, of the numerical keypad in case of acceptance and by
pressing the bottom right key (NO), labeled with a frowned face smiley, in case of
rejection of the offer. An additional 1000 ms interval followed until the message
“Please press the spacebar to continue” appeared on the center of the monitor.
By pressing the spacebar a new responder trial started. At the end of the block
of sessions, the participant was informed about the responder’s cumulative profit
with a message “Your total gain so far is z CHF”.

3 Results

The models were tested against each human participant as follows: at each trial
i€ {l,...,90}, the weight w; was dynamically updated using the last offer s;_1
and decision d;_;. Then, for the learned weights, a prediction of Responders’s
decision for the current offer s; was computed independently for each model RO,
R1, R2. The overall rate of accuracy (between 0 and 1) for the three models is
described in Table 1.

Table 1. Accuracy rate for three models applied to a sample of 20 human participants
playing the Ultimatum Game. Mean, maximal, minimal values and SEM.

UG Responder’s model Mean min max SEM

RO: Rational Responder 0.6640 0.3596 0.9438 0.0310
R1: Mutual Fairness Responder  0.5107 0.1011 0.9213  0.0543
R2: Selfish Fairness Responder 0.8730 0.6067 0.9438 0.0158
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Fig. 2. Accuracy rate of predictions made by RO (*), R1 (V) and R2 (o) models for
each participant of the experimental sample.

The accuracy rate of all models for each participant is illustrated in Fig. 2.
We observed that in 17/20 participants model R2 was significantly the best
predictor. In the remaining 3 cases no model was significantly better than the
others. Interestingly we observed that in almost half of cases RO and R1 provided
similar rate of predictions, although RO tended to perform better than R1.

4 Discussion

This paper considers rationality of a human-responder in UG. It studies new
models able to account responder’s behaviour [8,9]. The key idea is that human
rationality is based on a complex reward that includes a social profit as well as
the expected economic profit. The balance between economic and social terms
is expressed by the responder’s attitude to fairness of sharing an amount in UG.

The performed evaluations dynamically estimate human-responders attitude
to fairness and predicts the next decision of a human responder using the learned
attitude values from the previous trials. This means that there is an incremental
learning of the model. The comparison of the actual decisions made by the
human responders and the predicted decisions made by the models has shown
that the selfish fairness responder (R2) was performing much better than the
others (prediction accuracy rate of 87.3 £ 1.6%).

The results obtained confirms the hypothesis about rationality of a human-
responder in UG with the reward function including selfish player’s sense for
fairness. In agreement with several previous studies reported in the literature we



confirmed that cold gain maximizers (rational responders RO according to Game
Theory) could not provide a satisfactory level of prediction (66.4 + 3.1%). The
model R1, including fairness equally for Responder and for Proposer, performed
similar to the other models only for 4 participants, thus suggesting that mutual
fairness is generally discarded by human responders.

In a multi-player environment concepts like “fairness” and “social sharing”
involve the description of an emotional event by the person who experienced it to
another person in a socially-shared language [10]. A “fair” share is “irrationally”
expected by the participants and they will accept nothing less. Emotions are
powerful drives that affect the decision to accept or reject a monetary offer.
Following our purely behavioural preliminary results [11] we plan to update the
proposed model beyond the fairness framework presented here in order to respect
emotional state of the human.
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