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Abstract. We propose two automatic methods for detecting bleeding in wireless capsule endoscopy videos of
the small intestine. The first one uses solely the color information, whereas the second one incorporates the
assumptions about the blood spot shape and size. The original idea is namely the definition of a new color
space that provides good separability of blood pixels and intestinal wall. Both methods can be applied either
individually or their results can be fused together for the final decision. We evaluate their individual performance
and various fusion rules on real data, manually annotated by an endoscopist. © 2016 Society of Photo-Optical
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1 Introduction
Wireless capsule video endoscopy (WCE) is a noninvasive diag-
nostic tool for small bowel investigation that has been used in
clinical praxis since 2001. WCE is very considerate of the
patient. The patient swallows a cylindrical plastic capsule of
a size about 10 × 25 mm (depending on the manufacturer),
which contains a digital video camera, LED light source, signal
transmitter, and battery. The capsule travels through the gastro-
intestinal tract by peristaltic contractions, captures the images,
and wirelessly transmits them in real time to an external console
worn by the patient. The images are recorded and stored in the
console memory and can be uploaded to a computer for a visual
inspection or automatic analysis immediately after the monitor-
ing has been completed. Current capsules take frames at a rate
between two and six per second on average, which results in
many thousands of images (typically up to 60,000) and
>10 h of video per patient. (Fortunately, current batteries are
powerful enough to supply the light source, camera, and trans-
mitter all the time.) The primary use of the capsule endoscopy is
to examine areas of the small intestine that are difficult to dis-
play by other types of endoscopy. WCE has been successfully
applied in the detection of small bowel bleeding sources, Crohns
disease, complications of coeliac disease, small bowel tumors,
and nonsteroidal anti-inflammatory drug induced enteropathy.

The main obstacle in a routine usage of WCE is that the vis-
ual evaluation of the video is very time consuming. It is sup-
posed to be done by a trained endoscopist. Even if the
software provided by the capsule producers offers certain sup-
porting tools to simplify and speed up the process, it still takes at
least 1 h of full concentration of the evaluator. Taking into
account that the pathology can be visible only on very few
frames and, hence, can be missed easily, the importance of a
human factor is apparent.

The goal of this paper is to propose a technique for the detec-
tion of frames that are suspected to have the presence of bleed-
ing. We do not aim to develop a fully automatic tool for bleeding
detection that would replace the doctor. Rather, the method
should preprocess the video, identify and export suspected
frames, and prepare them for visual inspection, whereas the
other frames are skipped and not sent to the inspection at all.
This may significantly reduce the evaluation time while the
final decision is still left to the endoscopist. This intended
goal predetermines the required properties of the method. It
should be fast and should provide a high true-positive (TP)
rate while keeping the false-positive (FP) rate reasonably low.

In Sec. 2, we present a short survey of relevant literature.
Section 3 describes the proposed algorithms. In Sec. 4, we
present the WCE technical parameters and implementation
details of the methods. Section 5 contains experimental evalu-
ation on real data.

2 Literature Survey
The first research articles on WCE video analysis appeared soon
after theWCE had been introduced into clinical praxis. Since the
bleeding detection is a very frequent requirement and appears to
be easily achievable (which is, however, not generally true as we
can see from the literature survey), the largest group of papers
has dealt with this challenge. The main problem here is that the
blood spots and traces do not have any typical texture and shape,
and the blood color may vary widely from light red through dark
red to brown, which makes the blood difficult to distinguish
from other objects and from the intestinal wall. This diversity
in color depends on the types of disease, the bleeding time,1

the position of the capsule, and the surrounding conditions.2

If the parameters have been trained on a certain data collection,
the color-based methods perform well on this set, but their
generalization to other patients or even to another capsule
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manufacturer is questionable. However, the color-based
features remain the main indicators for the classification. The
approaches, adopted by various authors, differ from one another
only in the color space in which they are working. Traditional
color spaces such as RGB and HSV have been commonly used,
but some authors proposed specialized color spaces. Most of the
methods extract the features at the pixel level,3–5 others use
image blocks,1 and some methods work with the image as a
whole.6

The first one who came up with the solution of the blood
detection was one of the producers of the capsules, the
Israeli medical technology company Given Imaging. Its sec-
ond-generation capsule had an embedded software for detection
of bleeding lesions called the suspected blood indicator (SBI).
The SBI detected the “red areas” in the frames and marked the
frames as potentially bloody. However, the study by Signorelli
et al.7 shows a low performance of SBI, where the TP, true-neg-
ative, FP, and false-negative results, were 40.9%, 70.7%, 69.2%,
and 42.6%, respectively. Other studies,2,8 reached similar con-
clusions and confirmed that the SBI does not reduce the time
required for interpretation of WCE, which was the main
goal. This insufficiency initiated designing of new algorithms
for detecting blood presence. They can be categorized into
three main groups according to the size of the frame area
that they are working with.

Pixel-wise methods do not work with any local context and
process the individual pixels independently. Their main advan-
tages are their simplicity and speed. Some of them work in the
RGB color space with spectrum transformation4 or use a simple
thresholding9 with the threshold found by a support vector
machine. However, as we will discuss below in Sec. 3.1,
RGB space does not exhibit a good discriminability in tests
on more patients. Shahet al.3 proposed using only the hue com-
ponent of the hue, saturation, intensity (HSI) representation, and
other authors followed their approach. Penna et al.5 tried to
improve the accuracy by edge masking with Mumford–Shah
functional; Mohanapriya and Sangeetha10 used gray-level co-
occurrence matrix and classified the pixels by neural networks.
In Ref. 6, the color features are extracted with the help of
K-means clustering.

Block-wise methods divide each frame into blocks of n × n
pixels and calculate the color features thereof. Each block is
evaluated at first separately, then additional criteria for adjacent
blocks may be applied.1 The performance of the block-wise
methods is controlled by the block size n. For large n, the meth-
ods converge to image-wise approach and become robust but
lose sensitivity to small blood spots. If n approaches one, the
methods converge to the pixel-wise approach—they become
less stable but more sensitive. A choice of n ¼ 5 is recom-
mended as a compromise.

Image-wise methods provide global features that describe the
whole frame. However, this approach cannot discover small
bleeding areas. Still, some authors classified the frames in
this way, e.g., Lv et al.11 used a spatial pyramid of color invariant
histograms.

There are of course other image processing methods that were
designed for WCE data analysis. For instance, Gueye et al.12 used
WCE for automatic detection of cancer and precancerous colon
lesions. They consider polyps, inflammation, tumor, and bleeding
areas as suspect regions they wanted to detect. Since the primary
features are texture and shape, the authors employed the scale
invariant feature transform (SIFT)13 as the descriptors. Although

they reported promising results in polyp and inflammation detec-
tion, their approach cannot be adopted for blood detection in the
small intestine. In that case, the texture and the distribution of the
key points detected by the SIFT method are not distinctive fea-
tures for classification. The same is true for the methods that use
local binary patterns (LBP) for WCE image description.14,15 They
capture the texture of the intestinal wall, which is not discrimi-
native for bleeding detection.

3 Proposed Technique
The aim of this paper is to develop and implement methods for
blood detection that recognize blood in the frame regardless of
its particular color and size. Special attention is paid to detection
of small blood spots (with a diameter around 5 pixels or less),
which cannot be detected by most of the earlier methods. We
propose two different methods for blood detection, which can
be used either individually or their results can be fused by vari-
ous fusion rules. Let us call these methods A and B in the sequel.

3.1 Method A

Method A works pixel-wise and is based solely on the color.
However, it does not work in standard RGB space because it
has been known both from the literature1 as well as from our
experiments that the RGB space does not provide enough dis-
criminability of blood pixels (see Fig. 1). We define our new
color space such that the separability of blood pixels and intes-
tinal wall should be maximized. The study we performed on 15
patients shows that an appropriate color space can be defined, as
shown below in the first step. The complete algorithm can be
summarized as follows:

1.
EQ-TARGET;temp:intralink-;sec3.1;326;392K ¼ minð1 − R; 1 − G; 1 − BÞ;

EQ-TARGET;temp:intralink-;sec3.1;326;384M ¼ ð1 − G − KÞ;

where R;G, and B ∈ h0;255i. This color space is similar
to the popular CMYK space. The pixels with a low
value in green and high values in red and blue are well
separated.

2. EQ-TARGET;temp:intralink-;sec3.1;326;295R1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2 þ B2

p
;

EQ-TARGET;temp:intralink-;sec3.1;326;289Rn ¼
8<
:

0 if R1 ¼ 0 ∧ R < 128

255 if R1 ¼ 0 ∧ R ≥ 128

R∕R1 if R1 ≠ 0

:

This transform emphasizes the red channel.

3. The classification criterion C is defined as

EQ-TARGET;temp:intralink-;sec3.1;326;208C ¼ Rn · M.

The number of pixels of the frame, where the C-value
exceeds 200, is denoted as NC.

4. Finally, NC is compared to a user-defined threshold of
“the required number of blood pixels” t. If NC ≥ t, the
frame is classified as positive (i.e., as one that may
contain blood).

The main advantage of method A is its speed because it does
not contain any high-level operations. As we will see in the
experimental section, the method provides a good TP rate.
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3.2 Method B

Method B uses a more sophisticated approach that not only is
based on pixel colors but also incorporates the assumption that
the blood in the frame forms a continuous region (or a few such
regions). In other words, it eliminates isolated pixels or small
spots with a color similar to blood but that probably do not exhibit
actual bleeding. Thanks to this, method B achieves a low FP rate;
however, it is at the expense of the computational time. On the
other hand, it yields generally higher false-negative rate than A.

The algorithm consists of four main steps:

1. The Canny edge detector16 is applied to find closed-
boundary regions.

2. Morphological erosion is applied to remove small
regions. The term “small” is given by a user-defined
maximum diameter.

3. The color of the input image is converted to HSV. If
the color is within the interval of blood color, defied in
advance by training, we mask the respective pixel.

4. The intersection of the outputs of step 2 and step 3 is
classified as a blood spot.

For illustration of the individual steps, see Fig. 2.

4 Technical Parameters and Implementation
In our study, we were working with two WCE systems—
PillCam SB3 by Given Imaging17 and EndoCapsule developed
by Olympus.18 The former capsule produces a video of a spatial
resolution 256 × 256 pixels with variable sample frequency,
where the frames per second (fps) rate fluctuates from 0.5 to
3; the latter one yields a 288 × 288 video in the stable rate
2 fps. Both videos are stored in proprietary compression formats
based on motion JPEG. We decoded these formats and extracted
individual video frames.

Both companies also provide a simple blood detection soft-
ware along with the capsule. This software apparently works in
RGB space, trying to detect the frames containing the “above-
threshold” number of pixels of “blood color” (the details about
the implemented algorithms are not available). As we already
mentioned, the “blood color” varies significantly among the

Fig. 2 Blood detection by Method B. (a) Input image. (b) Output of Canny detector. (c) Approximative
closed-boundary regions. (d) Morphological operation. (e) At the same time, the input image (a) is con-
verted to HSV and potential blood pixels are masked. (f) The output created by intersection of (d) and (e).

Fig. 1 (a)–(c) The separability of blood (red histogram) against the background (green histogram) in
various color bands. The histograms were calculated over several hundred manually selected blood
and blood-free patches. None of the RGB channels provides a sufficient discriminability. (d) The new
color space separates the blood very well even in one dimension, given by the value ofC. The empirically
selected decision threshold on this training data is about 200. This value was used in all experiments in
this paper.
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patients, which is the main drawback of these simple algorithms.
Nevertheless, both Olympus as well as Given Imaging software
are very fast, have comfortable graphical interface [see Figs. 3
(b) and 3(a)], and may be useful for approximative view, but
they are not suitable for a rigorous analysis.

Both our methods were implemented in C language and con-
tain a user-friendly graphical user interface (GUI) to provide the
doctor with maximum comfort. The input parameter t can be
easily changed by a GUI slider (see Fig. 4 for a GUI screenshot).
Note that t becomes effective in the last step of the algorithm.
Hence, the steps 1 to 3 are performed automatically and only

once, regardless of particular value of t. When changing t,
only a single-number comparison is performed for each frame,
and the results are displayed in real time. This is a big advantage
of method A.

5 Experiments
We tested the performance of the methods on real WCE data. We
used videos of 15 patients of the length from 12,000 to 20,000
frames each. The patients suffered from bleeding into the small
intestine of various intensities and scales. Some patients bled at
more than one place.

Fig. 3 Screen shots of commercial software: (a) Given imaging and (b) Olympus.

Fig. 4 Screen shot of our software solution. The frames classified as positive are marked by a small red
bar in the time axis. The thickness of the bar is proportional to the number of blood pixels. The frames can
be visualized for inspection (left) and for interactive contrast enhancement if necessary (right).
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All videos were first annotated manually by an experienced
endoscopist, who selected 390 frames altogether of bleeding of
various types and extents (see Fig. 5 for some examples).
Among them, he marked 339 frames as “serious bleeding.” Then,
he selected other 1500 frames with no bleeding (see Fig. 6 for
some examples). Some of them are of an appearance that could
be misinterpreted as bleeding because of the presence of red
spots. We did not use this knowledge for training but solely
as a ground truth for evaluating the performance of the methods.

The results are summarized in Tables 1–3. We can see the
performance of A and B when used individually along with
the performance of various fusion rules. The rule AB means
that the frame must be classified as a blood frame by both A
and B together. Aþ Bmeans that at least one method must clas-
sify the frame as positive. The rule A − B requires the frame to
be labeled as positive by A but as negative by B. In the second
column of Table 1, we see the TP rate achieved on 339 signifi-
cant blood frames. The third column shows the same calculated
for all 390 blood frames. The last column shows the FP rate

evaluated on the set of 1500 blood-free frames. Both A and
B require few user-defined parameters. The main parameter
is the number of suspected pixels t in method A. Table 1 is
for t ¼ 1, Table 2 for t ¼ 5, and Table 3 for t ¼ 10.

Based on this experiment, we can deduce the following
conclusions.

• Method A, if used individually, yields good TP and FP
ratios even if the blood spots are very small (2 to 5 pixels).
Method B is individually significantly worse in terms of
TPs. If the fusion rule AB has been used, the FP rate falls
below 5% but the TP rate does not exceed 60%, which is
not a good choice. If the fusion Aþ B has been used, then
both rates are acceptable by the endoscopists—a TP rate
above 80% and a FP rate around 20%. This combination
seems to be optimal if the computing complexity (and
consequently the time of processing) is not a crucial cri-
terion. If time plays an important role, then individual A is

Fig. 5 Examples of frames containing blood annotated by a doctor.

Fig. 6 Examples of blood-free frames annotated by a doctor.

Fig. 7 Examples of hard-to-detect blood frames. (a) Found by A, missed by B. (b) Found by B, missed by
A. (c) Not found.
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the best choice. On a common PC, it is able to proc-
ess >80 fps.

• The dependence of the performance of A on the parameter
t is relatively mild. Obviously, both TP and FP rates
decrease (with some random fluctuations) as t increases.
Since the TP rate uses time as a primary criterion, we rec-
ommend setting t from 1 to 3 pixels. Note that the method
B does not depend on t at all.

• If the fusion Aþ B is to be used, the best choice of t is
about 5 pixels.

We performed a comparison with the state-of-the-art
method.19 The TP rate on 390 frames was 58%, whereas the
FP rate on 1500 negative frames was 41%. Clearly, our method
performsmuch better in most parameter settings. In Fig. 7 we also
show some examples of the frames which are difficult to detect.

Tables 1–3 show our ability to detect bleeding in an isolated
frame without taking the time context into account. However, in
reality, the appearance of the blood in the intestine is always
depicted on more consecutive frames than one. So, we evaluated
the results of the same experiments once again with a modified
methodology. The detection is marked as “TP” if a ground-truth
positive frame lies in its 5-s neighborhood. This corresponds to
how the method is actually used—the detected frames are dis-
played, and the doctor checks their short-time neighborhood.
When recalculating the success rates (see Tables 4–6), an excel-
lent performance of our method is clearly demonstrated.

The last statistics illustrates saving of time needed for visual
inspection. In the third column of Table 7, we can see the time
needed for observation of the original video. The last three

Table 1 Sensitivity t ¼ 1 pixel.

Method TP-significant (%) TP-all (%) FP (%)

A 86.43 85.64 20.20

A − B 28.91 31.54 15.93

B 58.11 54.62 5.93

B − A 0.59 0.51 1.67

AB 57.52 54.10 4.27

Aþ B 87.02 86.15 21.87

Table 2 Sensitivity t ¼ 5 pixels.

Method TP-significant (%) TP-all (%) FP (%)

A 81.12 80.26 15.13

A − B 26.25 28.97 11.27

B 58.11 54.62 5.93

B − A 3.24 3.33 2.07

AB 54.87 51.28 3.87

Aþ B 84.37 83.59 17.20

Table 3 Sensitivity t ¼ 10 pixels.

Method TP-significant (%) TP-all (%) FP (%)

A 75.81 74.87 12.80

A − B 22.42 25.13 9.53

B 58.11 54.62 5.93

B − A 4.72 4.87 2.67

AB 53.39 49.74 3.27

Aþ B 80.53 79.74 15.47

Table 4 Sensitivity t ¼ 1 pixel—at least one frame within �5 s.

Method TP-significant (%) TP-all (%) FP (%)

A 98.23 96.41 20.20

A − B 11.50 13.59 15.93

B 86.73 82.82 5.93

B − A 0.00 0.00 1.67

AB 86.73 82.82 4.27

Aþ B 98.23 96.41 21.87

Table 5 Sensitivity t ¼ 5 pixels—at least one frame within �5 s.

Method TP-significant (%) TP-all (%) FP (%)

A 96.76 94.10 15.13

A − B 10.91 12.31 11.27

B 86.73 82.82 5.93

B − A 0.88 1.03 2.07

AB 85.84 81.79 3.87

Aþ B 97.64 95.13 17.20

Table 6 Sensitivity t ¼ 10 pixels—at least one frame within �5 s.

Method TP-significant (%) TP-all (%) FP (%)

A 92.04 89.74 12.80

A − B 8.26 9.74 9.53

B 86.73 82.82 5.93

B − A 2.95 2.82 2.67

AB 83.78 80.00 3.27

Aþ B 94.99 92.56 15.47

Journal of Biomedical Optics 126007-6 December 2016 • Vol. 21(12)

Novozámský et al.: Automatic blood detection in capsule endoscopy video



columns show the time spent by a doctor (in percents of the
original time) when checking the positive frames only depend-
ing on the choice of parameter t (we assume that the frames are
displayed in 3 fps rate). The fifth column with the bold values
corresponds to the recommended choice of parameter t ¼ 5.The
time saving, of course, depends on the extent of bleeding, and in
our study varied from 1% to almost 90% in the case of a patient
with extensive bleeding throughout the digestive tract.

6 Conclusion
In this paper, we proposed two automatic methods for detecting
bleeding in WCE video of the small intestine. The first one uses
solely the color information, whereas the second one incorpo-
rates the assumptions about the blood spot shape and size. The
original idea is namely the definition of a new color space that
provides good separability of blood pixels and the intes-
tinal wall.

We tested both methods individually as well as in various
combinations. We evaluated the results on a large test set, man-
ually annotated by an endoscopist. The conclusion is that
method A gives good results in terms of both TP and FP
rates. The fusion rule Aþ B further enhances this result because
method B is based on different assumptions, but Aþ B is sig-
nificantly slower than the individual A.

We compared the proposed method with the method published
in Ref. 19, which proved our method superior. Objective compari-
son with other methods published in the literature is unfortunately
not possible because each author uses his own dataset, and differ-
ent hardware and software platforms; additionally, most authors
have not made their codes publicly available.

We believe the presented technique significantly saves the
time of endoscopists, which are required for visual expert assess-
ment. The method is currently in use at the University Hospital at
Hradec Kralove of the Charles University, Czech Republic.
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