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Abstract—We propose methodology for the analysis of active UV, microwave, soft X-rays and high-cadence longitudinal
regions on the Sun. It is based on high-order statistical moents magnetograms) [5], in X-ray band [6] and in EUV (17.1
of image histogram, particularly on its skewness. The metha- nm) [7]. Quasi-periodic pulsations are studied also in [8].

ology includes a new technique to select regions with pos$ib . ) .
formation of the flare. We track these areas in the time video d€tailed list of relevant references can be found in [9].

sequences to search for triggers — turning point(s), when thpre- Our article is Organized as follows: The section of flare
flare phase changes to the full developed event. The frequgnc searching covers the mathematical background of high order
analysis in the flare formation areas is based on Fourier angkis,  statistical moments and their application to the temponaige
Morlet wavelets, and principal component analysis. Resuithave  goqance of solar disk observation. In Section 11l we dbscri
been evaluated to achieve the periods of oscillations stirtating . . . . -
the flare origin. the mthod of image ana}ly3|s regardmg pre-flare time ugjerv
searching for the flare trigger point and frequency analiysis
|. INTRODUCTION this area based on Fourier transformation (FT), wavelets an
While solar physics has been studied for many decad®CA. Experiments on the real data and results are discussed
many details about phenomena on the Sun are still not knovim.Conclusion.
Explosive events defined by Dere et al. [1] originating frdra t
outer layers of the Sun are embodied in solar activity. Mon-
itoring of solar activity is one prerequisite for space vingat  In projection of the whole solar disk we can observe a few
prediction. The term “space weather” refers to conditions @ctive regions at the same time. We proposed a new procedure
the Sun, and its atmosphere - magnetosphere, ionosphere kaged on statistical moments, how to search active regions i
thermosphere that can influence the performance and leliabi sequence of images of the complete solar disk. Its brief
ity of technological systems (space and ground based) atd tiowchart can be seen in Fig. 1.
can affect human life. An overview of these phenomena wit] -
all the consequences for the Earth system is given in [2]. ’X‘] Satistical Moments
Explosive events release energy in various forms and inlf we consider the brightness in an image to be a random
various spectral ranges - from the shortestays, hard X- variable, then the image histogram is an estimate of itsitfens
rays, EUV, visible, up to micro and radio waves. In oufhe density of a random variabl§ can be described by its
case we are interested in processing solar observatioin moments. The normalized moments are defined
visible area of the spectra, namely in the Wavelength 65613 n m, = E(X — EX)"/S™, 1)
called H, line. The chromospheric flares (eruptions) are well
observable in this spectral line by the ground based tefesco wheren is the order of the moment ansl is standard devia-
We introduce the methodology of active region predictionion. Momentms is called skewness and, kurtosis. Moment
searching and location with emphasis on pre-flare phases is sometimes called hyperskewness anghyperflatness.
Analysis and determination of trigger mechanisms of theflar )
can significantly contribute to space weather predictiome T B Whole Solar Dis« Data
part of active region searching is based on statistical nmbsne We tested our operating procedures on the data from the
of high order computed in the observed sequence of imag&anzelhdhe Observatory. They capture the whole solar disk
Their unusual behavior in possible active regions we firstip images of size2048 x 2048 pixels with 12-bit data, i.e. we
noticed in [3] analyzing signs of flare arising in,Hhigh can distinguish up to 4096 gray levels in the images. Quiet
resolution observation and in X-ray range. Following stepate on the solar surface (no range is active) requireg basi
of procedure target frequency analysis in the pre-flare gohawperational modus, only one image in ten minutes is recorded
and principal component analysis (PCA) using high-ord&hen an active region appears, the cadence of the capturing
moments. grows up to one image per 6 seconds. One such interesting
The results of the frequency analysis can be comparselquence was captured on October 26, 2015. The processed
with other observations: three- and five-minute oscillagio section of complete observation contains 1067 images, time
in radio band 17 GHz [4], in various bands (opticalpH interval from 8:18:02 UT to 13:30:39 UT (5h 12min 37s), the

Il. SEARCHING SOLAR FLARES
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computation of the moments. For this reason we use the

Pre-flare signs brightness threshold 256 as a mask. The less brightness part
of the image are excluded from the computation.

Fig. 1. Abridged flowchart of the proposed procedure. 1) Trandations among Images: There are translations
among the individual images, we align them by means of
centroid. We can look at a whole image as an instance of
two-dimensional (2D) random field. Its moments,, (called
geometric) are defined in [10]. The centroid coordinates are
thenc, = Myo/Moo andc, = Mo1/Mgo. In the case of our
sequence, the centroid coordinates are in Fig. 3. The mean
values arec, = 1090.00 and ¢, = 1070.54. We translated
each image so its centroid is mapped into this mean position.
The maximum deviations were 10 pixels horizontally and 7
pixels vertically. The nearest-neighbor interpolatioagarving

the brightness values in the image has been applied.

2) Individual Images. The image is divided into non-
overlapping windows; the skewness of histogram in each of
them is computed. To optimize the window size, various \alue
have been tested. Too small a window does not include the
whole event and too big a window can connect more events
together. The suitable sizes in pixels are betwééen 64 and
192 x 192. In this sequence, the sigé x 96 yielded the best
results. We also tested overlapping windows, but connectio
of individual overlapping parts of the windows into one @yi
is complicated and ultimately unreliable.

We distinguish three levels of activity in a window. If the
Fig. 2. The solar disk observed in\Hine (wavelength 656.3 nm), observatorymmlmum brlghtness_ is less than 369, We suppose there is a
Kanzelhbhe, Austria. sunspot and we assign level 1 to the window. If the skewness

mg is higher then 0.5, we suppose there is some pre-flare

activity and assign the level 2. #hs > 1, we suppose there is
first snap is shown in Fig. 2. The minimum interval betweea starting flare and assign the level 3. An example is in Fig. 4.
the adjacent snaps is 5 s, the maximum interval is 147 s. The histograms are normalized by the maximum gray level

4096 and by the number of pixels. The pixels inside the solar
C. Skewness Method disk boundary (not removed by the mask) are only calculated

The parts of an image outside the solar disk, i.e. thie provide the correct computation on the boundary of the
solar atmosphere (the dark background here), can violate thisk.




Fig. 4. The detected possible active particular windowse Windows with Fig. 5. The full-disk observation with discovered possiklgtive regions.
level 1 are marked blue, level 2 red and level 3 green. The snagber 196 Observatory Kanzelhdhe, 20151026, resolution 1 pik.62 x 1.02 arcsec,
from 09:23:01 UT. total length of record 12h 1min 38s.

3) Whole Sequence: We observe the score of the activit
levels of the individual windows throughout the whole s
guence. When their sum divided by three (maximum lev
exceeds 50% of the number of images in the sequence,
consider the window as active. Then the adjacent active w
dows are connected and the circumscribed rectangle highli
the active region. Finally, we recompute the moments ofeh
interconnected regions.

The regions found in the experimental sequence are
Fig. 5. In the central part of the region 3, a sunspot (da
stain) can be seen. The detail of the region 4 with maxim
flare is in Fig. 6. The time curves of the skewness in the fou
regions are in Fig. 7.

I1l. A NALYSIS OF SOLAR FLARES

We can distinguish a few phases of solar flare: inactive state
pre-flare, developing state with its maximum and post-flare. Fig. 6. The detail of active region 4 in the phase of flare maxin{skewness
interesting task is the search for the point when pre-flagsgh Maximum at 10:28:50 UT).
changes to the developing state. Another interesting tsisk i

frequency analysis of oscillations, particularly in the{fiare inflection. If f(z,y,t) is brightness at the poirits, ) at the

phase. time ¢, we search such timg, that
A. Search of Flare Beginning B f(x
1" _ Y, t) _
The temporal evolution of a flare at the beginning manifests o,y tp) = o3 =0, @)

itself by fast accelerating brightness. Mathematicaltyjsi =t

typical for such points that the third derivative of a fuocti f"/(x,y,t) > 0 for ¢ < ¢, and f"”'(x,y,t) < 0 for ¢ > ¢,
crosses zero; we call it the turning point. We recall in thise. the second derivativg’(x, y,t) has local maximum. The

context that the point at which a function crosses zero igdal method based on these rules was published in [3]. Instead
zero-crossing, where its first derivative crosses zero liecdta of the light curve at one point, we use the skewness in the
extreme and where its second derivative crosses zero edcalietected region. Since it is very noisy and we search only
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Fig. 7. The skewness in the four found regions. Fig. 9. The turning points found in region 1.
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Fig. 8. The turning point found in region 4.
B. Frequency Analysis

The trigger of the flares is incited by typical oscillations.

significant maxima, it is suitable to combine the computatio i ol X
e simplest way how to study the oscillations is FT of the

of the second derivative with filtering by the Gaussian. Th-g_h

combined filter is signal. ) )
) 1) Fourier Transformation of the Skewness. We computed
o i B 1 67;’63 i— —n —n 41 amplitude Fourier spectrum of the skewness in the active
Yi o2 o3\/2r oo e e gt regions. An appropriate filter is applied to remove noisee Th

(3) spectrum filtered by Gaussian with the standard deviation
The filter half-lengthn, should be four times longer than the2.4 is in Fig. 10. From the theoretical point of view, the
standard deviation of the filter,, we suggest, = 60 and most interesting periods are between 1 minute and 4 minutes,
o4 =15. therefore we display this interval.

The sequence of the measurements should be re-samplédfe have found important oscillations that can be compared
to equidistant time points prior the filtering. At this momenwith theoretical results, see Tab. |. The maxima being tose!
the post-flare phase is no longer relevant and we can shorterihe others are not considered.
the tail of the sequence. The first 800 samples are integmblat 2) Wavelet Analysis. If we need to analyze the spectra of
to the sequence of 2684 samples by 5 seconds. In the cdmepre-flare oscillations in more detail, the wavelets sstg
of region 4 (Fig. 8), the turning point is at the absolutthemselves. They offer a more local investigation of theaig
maximum of the filtered signal, whereas region 1 with doublgontinuous wavelets are suitable for this purpose, e.glé¥lor
flare (Fig. 9) evinces two turning points. wavelets [11], whose kernel function is product of Fouried a



SIGNIFICANT LOCAL MAXIMA OF THE AMPLITUDE FOURIER SPECTRUM

TABLE |

OF THE SKEWNESS

region | 1st maximum/| 2nd maximum| 3rd maximum
1 3min7s 2minls 1 min 28 s
4 3min 17 s 2 min 33 s 1min19s

wavelet value

0.8

period [min] 1 0 time [min]
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Fig. 12. The real part of the amplitude Morlet spectrum of $kewness in

wherei = /-1, u is frequency (period isl/u), sp(t,u) region (a) 4. (b) 1

is local Morlet spectrum at the time o,,, is ratio of the fre-
guency and the standard deviation of the Gaussian component
The values,,, = 5 yields good compromise between time and

frequency resolution, see Fig. 11.

TABLE Il
EIGENVALUES OF THE COVARIANCE MATRICES INPCA

We analyzed the skewness curves from regions 1 and 4 |by? 2 3 4 > 6
the Morlet wavelets by the method from [12]. We took only 585 0.141  0.00415 1.36-10"* 9.17-107% 3.75-1077
pre-flare phase (samples from 1 to 1500, i.e. the first 2 ho(r8.78 0.207 0.0108  6.19-10"* 1.27-107° 5.49-10"7
5 minutes of the sequence). The parts of the local spectra for
periods from 1 minute to 4 minutes can be seen in Fig. 12. The TABLE Il

Spectra are filtered by Gaussian with the standard deviati(ﬁ\GNlFICANT LOCAL MAXIMA OF THE AMPLITUDE FOURIER SPECTRUM
. - . OF THE FIRST PRINCIPAL COMPONENT

1.8 samples. If we take a cross-section at the fixed time, we

obtain the local spectrum. It can be compared with the global

region | 1st maximum| 2nd maximum| 3rd maximum
spectrum from Fig. 10. 1 3 min 48 s 2 min 59 s 1 min 36 s
3) Principal Component Analysis: High-order moments 4 3min26s | 2min29s 1 min 16 s

my, ms, ... can also be used for the analysis of an event,
but we must consider high correlations between them. We can
reduce the correlations by PCA. It is based on such linepositive definite. The spectra of the first three componergs a
transformation of the measurement sequences that mirsmige Fig. 13, their significant maxima are in Tab. Ill.
absolute value of their pair-wise correlations. The dstedn The PCA spectrum comparison with the skewness spectrum
be found in [13]. FT is performed on the principal componenis Fig. 10 and Tab. | shows that both position and relevanee ar
instead of the moments. slightly moved. In the case of region 1, while the maximum
In our case, we computed PCA of the moments framm at 2 min 1 s (now 1 min 58 s) is less relevant, there is new
to mg separately in regions 1 and 4. The eigenvalues significant maximum at 3 min 48 s. In the case of region 4,
the covariance matrices are in Tab. Il. The eigenvalues drthyg changes are less striking, the most significant one being
quickly, therefore only the first few components are sugabhigher relevance of the maxima at 1 min 19 s (now 1 min 16 s).
for analysis. We did not use moment orders higher than eigfihe conclusions of the second component analysis are simila
because now we can consider the covariance matrix to Wwhile the spectrum of the third component is completely
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Fig. 13. The amplitude spectrum of the (a) first, (b) second @) third
principal component.

different, these residual oscillations are not relevant.

IV. CONCLUSION

We suggested a new technique for processing and analyzjg
image data obtained from the ground based observation of
the Sun. In our contribution we focused on active regio[ﬁl]
searching and analysis of those events in terms of possijiey

flare-formation. Partial steps of the proposed procedusre w
experimentally verified on the real data. Data analysis seta

on high-order statistical moments of subimage histogram,

particularly on its skewness. It includes search for andtifie

cation of the turning point at which the pre-flare phase ckang
to the flare itself, or the frequency analysis of solar plasma
oscillations that attend the flares.

The existing methods are based on the analysis of so-called
“light curves”, i.e., brightness changes in given pointaigas
over time. Unfortunately, light curves provide no inforioat
on pre-flare signs even if they are used for data analysis
from various parts of the electromagnetic spectrum. We have
analyzed the soft X-ray data from the GOES satellite [3] with
the result that there is no turning point and the area for the
study of oscillations leading to the flare formation cannet b
delineated.

Our frequency analysis in the pre-flare area is based on
Fourier analysis, Morlet wavelets or principal component
analysis of different-order moments. The results are coetha
to achieve the main periods in the analyzed event. In our
knowledge, nobody has used this method for analysis of
solar flares. We expect applications in other fields thaizetil
analysis of long-term data sequences (medicine, chemistry
biology, remote sensing, etc.).
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