Optimizing movement of cooperating
pedestrians by exploiting floor-field model and
Markov decision process
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Abstract Optimizing movement of pedestrians is a topic of great importance, call-
ing for modeling crowds. In this contribution we address the problem of evacuation,
where pedestrians choose their actions in order to leave the endangered area. To
address such decision making process we exploit the well-known floor-field model
with modeling based on Markov decision processes (MDP). In addition, we also al-
low the pedestrians to cooperate and exchange their information (probability distri-
bution) about the state of the surrounding environment. This information in form of
probability distributions is then combined in the Kullback-Leibler sense. We show
in the simulation study how the use of MDP and information sharing positively
influences the amount of inhaled CO and the evacuation time.

1 Introduction

The crowd modeling (pedestrian modeling) is of great importance and arises in
many situations such as transportation, strike action and other areas of artificial in-
telligence and multi-agent systems. Generally used models can yield undesirable
behavior of the crowd, e.g., no movement when the path is clear and collisions
among pedestrians, in situations requiring somewhat smooth and organized move-
ment, such as evacuation. We address the former problem by allowing more uncer-
tainty in decision making for the next move. To solve the latter problem we allow
pedestrians to cooperate so that they can exploit information about decision making
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of other pedestrians. The comparison of regular pedestrian model and more sophisti-
cated decision making technique with cooperation is of interest in this contribution.

There are two distinct approaches to modeling the pedestrians. First focuses on
individuals and works well for small crowds, second takes the whole group as one
for large crowds [5]. We focus on the former way of modeling in case of evac-
uation. If the details about the environment are not available, the specification of
the whole design of evacuation is needed, e.g., arrangement of exits, fire-reducing
equipment and evacuation scenario [15]. Here, we model the environment by the
two-dimensional (predetermined) grid and refer to pedestrians as the agents on the
grid. We assume pedestrians would like to leave the endangered area and reach the
exit as soon as possible. To describe the decision making process of the agents on
the grid we consider two types of models: the floor-field (FF) model and theory of
Markov decision processes (MDP). The simplicity of FF model (static, dynamic)
in applying to evacuation problem in, e.g., [7] and [3], is appealing. However, the
evacuation time of agents (the number of time instants leading to agent-free state
of the grid) can be high, since we predetermine how attracted they are towards the
exit. To overcome this, we focus on MDP, often exploited in area of autonomous
robot systems for prediction of pedestrians trajectories: ‘softened’ version of MDP
accounting for decision uncertainty [16], jump MDP for long-time predictions [6].
MDP includes optimization step, which significantly decreases the evacuation time
and still offers a computationally efficient way how to model movement of agents.

If beside the evacuation time another variable such as upper bound on the in-
haled CO is present, we should prevent occurrence of collision between agents. In
case of collision, the agent moves to the recently occupied position and has to step
back to the original position. Despite it does not change the position on the grid, it
inhales more CO than in case without a move. We address this issue by focusing
on the interaction among agents. Although some interaction is included in case of
MDP agents by assigning subjective transition probabilities to states of the grid, it
deserves more attention. In particular, we suggest to combine agents’ opinions about
the situation on the grid, i.e., their transition probabilities, according to the combi-
nation of probability distributions described in [12]. This combination exploits the
theory of Bayesian decision making, but because the likelihood is not provided we
use information theory, i.e., minimum cross-entropy (Kullback-Leibler divergence)
principle instead of the Bayes rule. It is useful especially in cases when we would
like to combine opinions/preferences and we have little or no prior knowledge about
global model of the studied problem.

This contribution consists of two main parts: a theoretical overview and a com-
parison of suggested approaches in a simulation study for scenarios with FF, MDP
and without/with combining from perspective of evacuation time and inhaled CO.
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Fig. 1: Left: Example of environment for pedestrians — a grid with 10 positions.
Position 10 represents the exit. Right: 9 possible movement (actions) of the agent
on the grid — 8 directions represented by arrows + 1 “direction” with no movement.

2 Theoretical background

Let the environment be described by a finite grid .2 with a finite number of positions
x € Z, see Fig. 1 on the left. Let . denote the set of all states of the grid, where the
term state refers to a specific allocation of the agents on the grid. Actions, a € <7,
allowed on the grid, are depicted in Fig. 1 on the right.

Let us have K agents (K € {1,2,...}), each of them would like to choose an action
a € o/ and then move to a future position based on the current state s of the grid,
s € .. Incase K > 1 we also assume that agents are aware of the allocation of other
agents within the grid state s and they are

o interested in the whole future state § (depending on scenario), § € .7,
e willing to cooperate and exchange their information with neighbors. A neighbor
is the agent at one-move distance.

As said, we consider modeling of pedestrians movement with FF model and MDP
together with combination of probabilities based on Kullback-Leibler divergence
with basic information given below. Such conception of modeling pedestrian evac-
uation is based on the cellular automata models of pedestrian flow reviewed, e.g., in
[11]. In such models, the cell of the grid is usually considered to cover an area of 40
cm times 40 cm, therefore the cells can be occupied by at most one agent.

2.1 Floor-field scenario for pedestrian movement

For agents following the floor-field (FF) model for pedestrian movement we assume
that the position of the exit e € 2 is known. The choice of the destination position
is for the agent following FF model based on probability of a future position p;.
This probability includes information on the distance towards the exit:

Pz o< exp k5%, (1)
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where kg is the coupling constant and S% is the distance between exit and %. For
higher value of the coupling constant the agent is more attracted towards the exit.
More details on floor-field model in discrete time and space can be found in [8].

2.2 Scenario exploiting Markov decision process

To choose the new destination position for agents following Markov decision pro-
cesses (MDP) scenario we assume existence of

e areward r(s,a),s € .S, a € A,
e a transition probability function p(§|s,a), § € ., which is composed of local
hopping probabilities (1).

We search for the action ¢ maximizing total expected reward consisting of immedi-
ate reward and expected terminal reward in one-period MDP

a* =arg max < r(s,a) + Zp(f\s,a)v(f) 2)
acd §

where v(§) is a specified function (terminal reward). More details on finite-horizon
MDP can be found in [9], their application to evacuation modeling is given in [4].

2.3 Description of reward

Let us suppose the situation of people trying to escape from some premises due to
fire emergency.

The agents are motivated to leave the premises as soon as possible (i.e., every
second spend in the system decreases their comfortability) keeping the amount of
inhaled CO minimal (i.e., every action related to increased necessity of breathing
decreases the comfortability as well). Thus,

1. every attempt to move should decrease the reward,

2. collision (i.e., unsuccessful attempt to enter an occupied cell) should cost more
than motion to empty cell,

3. standing in current cell should decrease the reward in order to motivate the agents
to leave as fast as possible. It should cost less than motion; when waiting for the
target cell to be emptied, its cost should be lower than the costs for a collision.

The reward that we exploit later on reflects

e the possibility of collisions: agent inhales more by jumping to the occupied po-
sition (see Fig. 2),

e no activity: if the decision of the agent for the next time step is to stay in the
current position, agent should still inhale some amount of CO, but lower than in
the case of movement,
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Starting positions Agent A moved Agent B moved Agent C moved

Fig. 2: Example of collision. In the beginning agents A,B,C choose their action.
Agent A moves first, his targeted position was vacant. Second, Agent B moves to
targeted position and steps back, because this position is occupied. Third, agent C
moves to targeted position, which is vacant.

and has the following form (using negative sign since maximization of reward is
related to minimization of inhaled CO):

-1 jumps to vacant position,

-2 jumps to occupied position, has to jump back,
-1/2 avoids collision - stays in current position,
-10 hits the wall.

r(.,.) = (3)

For the agent with FF model the attraction towards the exit is predetermined by the
coupling constant and the distance from the exit, both independent of the current
state of the grid (position of other agents). For MDP we assume that the situation is
reflected in the transition probability function, i.e., low probability for staying in the
current position if neighboring positions are empty.

2.4 Combining transition probabilities

To minimize the number of collisions between agents on the grid and thus to min-
imize the evacuation time and inhaled carbon oxide we assume agents are willing
to cooperate in scenario introduced in [12]. There, the so-called sources shared the
probability functions in order to obtain a compromise - a weighted linear combi-
nation of their probability functions. With the agents on the grid representing the
sources, we would like to combine their transition probabilities

pj=pj(8ls,a), s5§€Saed, )

to obtain new transition probabilities including the information from other agents.
We now briefly summarize the basic steps leading to the combination.

Assume that there exists an unknown transition probability function g = ¢(5|s,a)
representing the unknown compromise of py,..., px in MDP scenario on the grid.
To express the uncertainty about the unknown combination we follow the theory of
the Bayesian decision making [10], i.e., we search for its estimator § as minimizer
of the expected utility function. For computing expected utility between two (transi-
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tion) probability functions the Kullback-Leibler divergence is a proper measure [2],
as it expresses the mean gain of information from estimator ¢ to g

5 S

~ . « . qs
q € arg VrnlnEn:(q\pl ..... pK)KLD(q| |q) = arg {nlnEn’(q|p1 ..... PK) Z%”ln g& 5
q q §

n(q|p1,...,pk) is a probability density function (pdf) over set of all possible g. Min-
imizer of (5) is the conditional expected value of ¢ with respect to ©(g|p1,...,pk)

q:Efr(q\p],...7p1<)[Q|p17'"ﬂpK]' (0)

The non-existence of the likelihood prevents us from a direct use of the Bayes the-
orem in the search for 7(g|p1,...,pk). In such case, the minimum cross-entropy
(Kullback-Leibler divergence) [14] is axiomatically recommended

argmin KLD(x(q|p1,...,px)||m0(q)), N
ﬂ(q‘Pla"'apK)

where my(q) = mo(q|p1, - -, px) denotes the prior guess on 7(g|p1,.. ., pk). Restric-
tions on the solution are formulated as the following K — 1 equations

Ezalpr o) IKLD(Pk[1@) |21, -+ K] = Bagipy.....o) [KLD (D} @) | P15 - -, PK], (8)

j=1,...,K—1, expressing that expected information gain when transitioning from
q to particular p; is equal across the group of agents on the grid, shortly referred to
as agent’s selfishness, cf. [2].

The formula for conditional pdf resulting from (7) is

L5 A (pjs—rks)
n(glp1,---,px) o< Wolglpr,-pe) [ [~ ; ©)

N

where A are the Lagrange multipliers. For the Dirichlet distribution Dir(vg 5,5 € .%)
as the prior distribution in (9) we obtain (g|p1,...,pk) as the pdf of the Dirichlet
distribution Dir(v;,§ € .¥’) with parameters

K—-1

K—1 K—1
Vs=Vos+ Y Ai(pjs—pks) =Vos+ Y, Aipjs— PKs ( ) lj) . (10)
=1 =1 =1

J

Then, according to (10) the combination (6) is

K—1
" Vo5 (pj‘i — PK.5)

gs= ————+ E A" (11
Y Xevos = T Yevos

When no specific prior information is available, we use the arithmetic mean of
P1y---,PK Kp'~
N

vos =Y 2L (12)

as prior guess on parameters of the Dirichlet distribution. The sum of parameters vy s
and Vv; is according to (10) equal; combination (11) is thus viewed as reallocation
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Table 1: Average amount of CO for agents A, B, C and different scenarios.

Scenarios Agent A Agent B Agent C Together
Without combining

(FEFFFF) 2.98 6.09 5.16 14.23
(FEFEMDP) 2.5 3.98 5.41 11.89
(FEMDPMDP) 2 4.5 35 10

With combining

(FEFEFF) - - - -
(FEFEMDP) 2.37 4.14 5.19 11.70
(FEMDPMDP) 2 4.5 35 10

of the original (prior) guess. In this contribution we assume that } ; Vo y = 1. Recent
development [13] showed, that choice } ; Vo s = K is more suitable from theoretical
and practical point of view.

3 Simulation experiment

In this section we show the results based on previously described theory on a simple
example. Let us have 3 agents on the grid shown in Fig. 1 on the left following
scenario:

FF: with the coupling constant ks having values in {3,8},
MDP: with predefined transition probabilities and reward,
starting positions: 4, 2, 1 for agents A, B, C,

order of action execution is random,

the data are averaged over 40 of simulations for each setting.

First, we inspect the non-cooperative scenario (without combining probabilities).
While action of an FF agent is chosen (randomly) according to hopping probability,
decision making of an MDP agent is based on deterministic transition probabilities.
Thus, collisions should occur and the agents should inhale more CO.

Second, we incorporate information about the current state of the grid by letting
the MDP agent(s) to combine its transition probability, i.e., its local hopping proba-
bility with those from FF agent(s). The resulting amount of CO and evacuation time
should decrease.

3.1 Scenario - without combining

First, we consider all agents having FF model with
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Fig. 3: Histograms: Left column Case (FF,FF,FF) with kS| = 3, kS, = 3, kS5 = 8.
Middle column Case (FF,FF,MDP) with kS| = 3, kS, = 3 and MDP. Right column
Case (FEEMDP,MDP) with kS| = 8.

kS =3, kS, = 3, kS; = 8.

How well the agents choose their actions to proceed to 10" position on the grid
(the exit) and the inhaled CO are shown in Fig. 3 on the left.

Next, Fig. 3 in the middle shows histograms of evacuation times and inhaled CO
for agents (FF,FF,MDP), FF agents with

kS1 =3, kSy =3.

Finally, Fig. 3 on the right shows histograms of evacuation times and inhaled CO
for agents (FEEMDP,MDP), FF agent with kS| = 8.

We see that the evacuation time (number of time instants leading to agent-free
grid) improved with incorporation of MDP agent(s). Table 1 gives the average
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amount of inhaled CO with decrease when including one MDP agent and with sig-
nificant decrease when including two MDP agents.

3.2 Scenario with combining

We used the same scenarios for the case of combining agents’ probabilities (note that
only MDP agents can exploit this). The incorporation of combination had positive
influence on the amount of inhaled CO in case of one MDP agent (see Table 1). The
results in case of two MDP agents coincide with results without combining since
the dimension of the grid is low. In this case, the agents were able to reach the exit
in the shortest possible way.

3.3 Performing actions - fixed order of agents

In the above part the order in which the agents perform their actions is random. If
we fix the order in case of one MDP agent, e.g., we let the ‘reasonable’ MDP agent
to go first (agent B second, agent A third), we can achieve even better results for the
amount of inhaled CO:

With combining  Agentno.l  Agentno.2  Agentno.3  Together
(FEFEMDP) 2 3.5 6 11.5

4 Conclusions and Future work

In this work we focused on improvement of pedestrian movement based on the
Markov decision processes in case of evacuation. We considered also commonly
used floor-field model and in a simple simulation study we showed how both mod-
eling approaches performed in terms of the evacuation time and the amount of in-
haled CO. The incorporation of MDP agents immediately decreased the amount of
inhaled CO.

We also suggested that, because of possible collisions, agents should cooperate,
exchange their transition probabilities and combine them. This approach positively
influenced the results and yielded lower values of inhaled CO than in case without
combining.

The authors are now motivated to study more complex situations for larger grid
containing more cells and more agents. In this contribution we assumed that the
agent was choosing his decision according to the overall state of the system, i.e., the
state of every cell in the grid. Increasing the number of considered cells therefore
significantly increases the cardinality of the state space. Thus, for larger grid, agents
can possibly provide information only on a subset of the possible states of the grid,
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e.g., a sub-grid containing cell with agent and neighboring cells. Agents’ sub-grids
then overlap partially or do not overlap, which yields incompatibility of transition
probabilities that we would like to combine. In such case, the outlined combining
approach is expected to demonstrate its full strength. It can be then enhanced by
employing partially observable MDP [1].
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