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We consider a multi-leader-common-follower model of a pay-as-bid electricity market in which
the producers provide the regulator with either linear or quadratic bids. We prove that for
a given producer only linear bids can maximise his pro�t. Such linear bids are referred as
the �best response� of the given producer. They are obtained assuming the demand is known
and some estimate of the bids of the other producers is available. Nevertheless we also show
that whenever no best response exists, the optimal pro�t can be asymptotically attained by
a sequence of quadratic bids converging to the so-called �limiting best response�. An explicit
formula for such a sequence is provided.
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1. Introduction

The deregulation of the electricity markets in the 90s has induced deep changes
that could no longer be accounted for in the classic model of the economy. As
explained in Part 1 of this couple of articles (see [4]), there has been a need for
modelling these new markets. Nevertheless the non-cooperative characteristic of
electricity markets led to concentrate on Nash and generalised Nash equilibria and
thus leading di�erent works/authors to multi-leader-follower games models. More
precisely it is the concept of multi-leader-common-follower games that has been
used, where the producers of electricity are viewed as leaders while the regulator of
the market, referred as the Independent System Operator (ISO), is viewed as the
common follower.
The Nash equilibrium associated with this problem is the equilibrium state in

which the market should operate ideally. For more details see for example the
recent works of Hu and Ralph [13], Downward, Zakeri and Philpott [9], Escobar
and Jofre [10], Williams, Rumiantseva andWeigt [15] or Aussel and his collaborators
[5�7]. Due to di�erent evolutions of the electricity markets -in�uence of renewable
energy, introduction of smart-grid, fusion of several European markets into one
(PCR project)- those models need to be constantly updated and/or adapted.
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In our model we consider a pay-as-bid market in which each producer (or con-
sumer) provides the ISO with a bid (function) used to derive directly its revenue
(or expenses). For the sake of simplicity we aggregate consumers and consider only
their aggregated demand of electricity, thereafter referred as demand, and further
assume it is given. Moreover the transmission network is not taken into account
as transportation thermal losses are neglected. The existence of Nash equilibria for
such a multi-leader-common-follower model has been investigated in Part 1 of this
couple of articles [4]. In particular it has been shown that both monopolistic and
non-monopolistic equilibria can exist depending on the value of the demand. In
both cases explicit formulas of these equilibria have been obtained in terms of the
real costs of production for the producers.
For a given producer our aim in Part 2 is to determine the bid, if exists, maximis-

ing his pro�t. Such a bid is referred as his �best response� and is obtained assuming
the demand is known as well as an estimate of the bids of the other producers. The
evaluation of this best response is of great interest for a producer when preparing
his bids to the market. But moreover the characterisation of the best response plays
a central role in the proof of the existence and in the characterisation result stated
in Part 1 (see [4, Theorem 3.1]).
As it will be seen in our �nal result (Theorem 3.1), the best response of a given

producer, if exists, deeply depends on the electricity demand. Hence a complete
analysis of the producer's problem is carried out for any demand. Actually the
demand is not precisely known in real-world electricity markets and therefore, it is
a common practice for a producer to do some �sampling demand� around a reference
value to elaborate his bid.
In previous approaches [5, 6, 9, 12, 13, 15] the bids are assumed to be convex

quadratic functions of the produced quantity. Actually in most electricity markets,
only piecewise linear bids or block orders may be allowed. However quadratic func-
tion with non-negative coe�cients capture well the typical behaviour of aggregated
block o�ers and, at the same time, it is amenable to further analysis. Note that
a classical way to ensure uniqueness of the solution to the ISO's problem, see e.g.
[13], is to assume that all producers are bidding true quadratic functions. A key
point in our present analysis is to allow both linear and quadratic bids. It is of
main importance since, in Theorem 3.1, we actually show that the best response of
a producer is a linear bid if it exists. Otherwise, the supremum of pro�t is reached
by a converging sequence of truly quadratic bids. Then this limiting pro�t cannot
be reached and the corresponding limit of bids is called a limiting best response.
The article is organised as follows. Notation and setting of both the ISO and the

producer problems are described in Section 2. Our main results are stated in Section
3, namely the characterisation of the best response (limiting or not) of a producer as
well as the evaluation of the corresponding optimal production quantities and pro�t.
Being somehow quite technical, the proofs are essentially given in the Appendix.

2. Notation and Problem Setting

The basic notation follows: D > 0 is the electricity demand, N = {1, . . . , N} is the
set of producers (N > 1), qi ≥ 0 represents the non-negative production quantity
of the i-th producer. Considering q ∈ RN+ we use q−i ∈ RN−1+ to denote the vector
(q1, . . . , qi−1, qi+1, . . . , qN ), and the same convention is used also for other vectors
hereinafter. For i ∈ N we use ai, bi ≥ 0 to denote the coe�cients of the i-th
producer's bid aiqi + biq

2
i and Ai ≥ 0, Bi > 0 to denote the coe�cients of the true

production cost function Aiqi +Biq
2
i . A producer is said to be active in the market
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if his bid has been accepted by the ISO, i.e., the corresponding production quantity
is positive.
In the following three subsections we analyse the problem of the ISO in detail,

then the problem of a producer, and �nally we present non-smooth tools needed to
state the main results in Section 3.

2.1. Problem of the ISO

Each producer provides the ISO with a quadratic bid aiqi+biq
2
i . Then, knowing the

bid vectors a = (a1, · · · , aN ) ∈ RN+ and b = (b1, · · · , bN ) ∈ RN+ , the ISO computes
the electricity dispatch q = (q1, . . . , qN ) ∈ RN+ dealing with two aims at the same
time. Namely to minimise the total expenses of consumers

C(a, b,D) =
∑
i∈N

aiqi + biq
2
i , (1)

and to satisfy the demand ensuring
∑

i∈N qi = D > 0 with qi ≥ 0 for all i ∈
N . It is a well-known fact that this problem admits at least one solution due
to the continuity of the criterion and compactness of the optimisation domain.
Nevertheless the model used in this article to describe electricity market can be
ill-posed if the solution set of the ISO's problem contains more than one point, see
e.g. [5]. In [6, 13] uniqueness of the solution to the ISO's problem is coming from
the strict convexity of the objective function, assuming that producers are bidding
true quadratic function, that is bi > 0 for all i ∈ N . Since our aim in the present
work is to allow producers to bid linearly, an alternative assumption is needed to
guarantee uniqueness of solution. On that account, see Theorem 2.1, we de�ne the
equity property assumption:

(E) (ai, bi) = (aj , bj) =⇒ qi = qj , ∀i, j ∈ N .

This assumption actually formalises the non-discriminatory policy (or fairness) of
the ISO. Hence, the optimisation problem ISO(a, b,D) assuming (E) is as follows

ISO(a, b,D) min
q

∑
i∈N

(aiqi + biq
2
i )

s.t.


qi ≥ 0, ∀i ∈ N
[(ai, bi) = (aj , bj)⇒ qi = qj ] ,∀i, j ∈ N∑
i∈N

qi = D.

To analyse this problem further, we �rst de�ne

λm(a) = min
i∈N

ai (2)

and several critical parameters of ISO(a, b,D), namely a critical marginal price
λc(a, b), a critical value of the overall demand Dc(a, b), and a set of producers
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bidding critical (linear) bids N c(a, b) ⊂ N

λc(a, b) = min
i∈N :bi=0

ai,

N c(a, b) = {i ∈ N : ai = λc(a, b) and bi = 0},

Dc(a, b) =
∑

i∈N :ai<λc(a,b)

λc(a, b)− ai
2bi

.

(3)

We note that ai < λc(a, b) implies bi > 0 and so Dc(a, b) is well-de�ned. If there
is no i ∈ N such that ai < λc(a, b), we set Dc(a, b) = 0 meaning that all active
producers bid linearly. More generally, any sum with respect to an empty set of
indexes will be set to zero throughout this article. If there is no producer bidding
linear function, i.e., we have bi > 0 for all i ∈ N , we set λc(a, b) = Dc(a, b) = +∞.
For the cardinality of N c(a, b) we use the notation N c(a, b).

Remark 1 The above de�ned critical parameters have clear economic meanings:

(a) On the one hands, if the marginal price is strictly below λc(a, b) then only
truly quadratically bidding producers will be active in the market. On the other
hand, if marginal price equals λc(a, b), there is some linearly bidding producer
(bi = 0) that can formally provide arbitrary amount of electricity at marginal
price λc(a, b). Hence, λc(a, b) is also the upper bound for the possible marginal
price in the market, see for instance the forthcoming property (9).

(b) N c(a, b) is actually the set of all the critical producers - that is, producers
bidding linearly and at the critical marginal price - that may possibly be active
in the market.

(c) Dc(a, b) will be later identi�ed with the overall amount of electricity produced
by sub-critical producers, i.e., those bidding with bi > 0, see the proof of Theo-
rem 2.1. Thus, condition Dc(a, b) = 0 means that no sub-critical producer, i.e.
producer bidding bi > 0, can be active in the market. This condition may be
equivalently stated as λm(a) = λc(a, b).

Now, we de�ne the set Γ =
{

(a, b, λ) ∈ R2N+1
+ : 0 ≤ λ ≤ λc(a, b)

}
(considering

strict right inequality for the case of λc(a, b) = +∞) and the function F : Γ→ R+

by

F (a, b, λ) =
∑

i∈N :ai<λ

λ− ai
2bi

. (4)

Note that for λ ≤ λm(a) the set {i ∈ N : ai < λ} is empty and so F (a, b, λ) = 0.
Let us also note that for λ > λc(a, b) formula (4) is ill-posed because there exists
i ∈ N such that ai < λ and bi = 0.
For any (a, b) ∈ R2N

+ we observe directly from the de�nitions of F (a, b, λ) and
Dc(a, b) that  lim

λ→+∞
F (a, b, λ) = +∞ if λc(a, b) = +∞,

F (a, b, λc(a, b)) = Dc(a, b) if λc(a, b) < +∞.
(5)

Moreover, for any (a, b) ∈ R2N
+ function λ → F (a, b, λ) is piecewise linear on

[λm(a), λc(a, b)[. The monotonicity property of F (a, b, λ) shown in Lemma A.1 and
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properties (5) justify the following de�nition of a function λ(a, b,D) : R2N+1
+ → R+

λ(a, b,D) =

{
λ ∈ [λm(a), λc(a, b)[, s.t. F (a, b, λ) = D if D ∈ [0, Dc(a, b)[

λc(a, b), if D ≥ Dc(a, b).
(6)

For any (a, b) ∈ R2N
+ , function λ(a, b,D) is continuous and piecewise linear in D

due to continuity and piecewise linearity of F (a, b, λ).

Remark 2 We observe that for any (a, b) ∈ R2N
+ and D > 0 it holds λm(a) ≤

λ(a, b,D) ≤ λc(a, b) and D ≥ F (a, b, λ(a, b,D)). The latter formula holds with
equality provided D ≤ Dc(a, b).

We are now ready to state an implicit formula for the unique solution q(a, b,D)
to the convex minimisation problem ISO(a, b,D).

Theorem 2.1 (Explicit solution to the ISO's problem) Let D > 0. Then for
any (a, b) ∈ R2N

+ , the regulator's problem ISO(a, b,D) admits a unique solution
q(a, b,D). Additionally, for any i ∈ N , the optimal production quantity qi(a, b,D)
is given by

qi(a, b,D) =



λ− ai
2bi

if ai < λ,

D −Dc(a, b)

N c(a, b)
if ai = λ, bi = 0,

0 if ai > λ or (ai = λ, bi > 0),

(7)

with λ = λ(a, b,D) determined by (6).

Note that for a �xed con�guration of bids of producers (a, b) ∈ R2N
+ , function

λ(a, b,D) assigns to each demand D > 0 the respective marginal price of electricity
in the market, see the forthcoming Proposition 2.4.

Proof of Theorem 2.1. The proof will be as follows. First, we �nd all solutions of
the convex optimisation problem ISO(a, b,D) where we relax constraints stemming
from the equity property (E). Based on this solution set, we show that there exists
a unique solution to ISO(a, b,D) satisfying (E).
Let us now state the Karush-Kuhn-Tucker (KKT) conditions which are su�cient

conditions for the solution to a convex optimisation problem of ISO(a, b,D) with
condition (E) omitted  0 = ai + 2biqi − µi − λ,

0 ≤ µi ⊥ qi ≥ 0,
D =

∑
i∈N qi,

(8)

considering the �rst two conditions for all i ∈ N with λ and (µi)i being the Lagrange
multipliers associated to the demand equality and to the positivity of the production
quantities in ISO(a, b,D), respectively. Since D > 0, there has to be some i ∈ N
such that qi > 0 at any feasible point of ISO(a, b,D). Then, we may easily verify
that Linear Independence Constraint Quali�cation (LICQ) is satis�ed everywhere,
and it is well known that KKT conditions (8) are then also su�cient for the solution
to ISO(a, b,D) without (E). To solve (8), let us �rst show that for the Lagrange
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multiplier λ ∈ R we have

λ ∈ [0, λc(a, b)], (9)

which should be again understood as λ ≥ 0 if λc(a, b) = +∞. First, assume for a
contradiction that λ < 0. Since D > 0, there has to be some j ∈ N such that qj > 0
and thus also µj = 0. Then, aj + 2bjqj = λ < 0 contradicts aj , bj , qj ≥ 0. Next, for
λc(a, b) < +∞ consider any producer i ∈ N with linear bid, that is bi = 0. Then,
the �rst equation of (8) gives λ = ai − µi ≤ ai, and so we have λ ≤ λc(a, b) by the
de�nition of λc(a, b).
Let us observe now that

{i ∈ N : µi = 0} = {i ∈ N : ai ≤ λ}. (10)

Indeed, for all i ∈ N such that µi = 0 we have

λ = ai + 2biqi ≥ ai. (11)

On the other hand, µi > 0 implies qi = 0 and thus also λ = ai − µi < ai. Based on
(10), we see that ai > λ implies µi > 0 and �nally qi = 0, thus verifying a part of
the third formula of (7). Combining (10) with the complementarity constraints of
(8), we immediately observe that the last equation of (8) involves only i ∈ N such
that ai ≤ λ and thus we may rewrite it as∑

i∈N :ai<λ

qi +
∑

i∈N :ai=λ,bi>0

qi +
∑

i∈N :ai=λ,bi=0

qi = D. (12)

If ai < λ then bi > 0 according to (9), and thus using (11) we derived qi = λ−ai
2bi

and veri�ed the �rst formula of (7). By the virtue of (11) again, we may omit the
second sum in (12) since ai = λ, bi > 0 implies qi = 0, proving also the rest of the
third formula in (7). To handle with the last sum in (12), we observe that for each
i ∈ N such that ai = λ and bi = 0 we have λc(a, b) ≤ ai since such a producer
bids linearly. Now using (9) for such a producer i, we obtain ai = λc(a, b) or, in
other words, i ∈ N c(a, b) and so producer i is a critical bidder. Now, if we treat all
critical producers i ∈ N c(a, b) together and use the notation

Qc(a, b) =
∑

i∈N c(a,b)

qi ≥ 0

for their overall production, formula (12) reduces to

∑
i∈N :ai<λ

λ− ai
2bi

= D −Qc(a, b). (13)

We will solve this equation in a full generality in two steps. The �rst step cor-
responds to solution of (13) such that λ < λc(a, b). Consequently, we avoid pro-
ducer i ∈ N such that ai = λ and bi = 0, then Qc(a, b) = 0 and (13) reduces to
F (a, b, λ) = D. Now, referring to Lemma A.1 we deduce that D < Dc(a, b), and
so we equivalently obtain λ = λ(a, b,D) using (6). Hence, we proved (7) since the
second statement is avoided having λ < λc(a, b). It is worth noting that, for the
moment, we did not consider equity property assumption at all. Moreover, even if
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we took (E) into account, it will have no e�ect since constraints (E) are directly
implied by the �rst equation of (7).
The second step corresponds to λ ≥ λc(a, b), but regarding (9) we have to deal

with λ = λc(a, b) only. Since

∑
i∈N :ai<λc(a,b)

λc(a, b)− ai
2bi

= Dc(a, b),

formula (13) is reduced to Qc(a, b) = D − Dc(a, b) and thus also D ≥ Dc(a, b).
Hence, we solved ISO(a, b,D) also for λ = λc(a, b) omitting the additional as-
sumption (E), but the solution with respect to the production quantities of critical
producers i ∈ N c(a, b) is not unique. It is unique only with respect to their overall
production Qc(a, b). If N c(a, b) > 1 then there are in�nitely many ways to dispatch
Qc(a, b) among the producers i ∈ N c(a, b) bidding bi = 0. However, there is only
one solution q satisfying the equity property (E). It is described by the second
formula of (7).

Remark 3 Note that production quantity qi(a, b,D) = D−Dc(a,b)
Nc(a,b) deduced for i ∈

N c(a, b) in (7) is well-posed provided ai = λ(a, b,D) and bi = 0. Indeed, then
λ(a, b,D) ≥ λc(a, b) and together with Remark 2 also ai = λ(a, b,D) = λc(a, b),
thus D ≥ Dc(a, b) due to (6) and �nally also N c(a, b) ≥ 1.

2.2. Problem of a Producer

In the rest of this article we stress the point of view of a particular producer denoted
by i. We assume that the set of all producersN is �xed and we suppose that the true
production cost function of producer i ∈ N is given by Aiqi+Biq

2
i with coe�cients

Ai ≥ 0 and Bi > 0 being known only to producer i (note that Bi = 0 is not realistic
since the real-world marginal cost of electricity production is increasing in qi). Now,
producer i ∈ N aims to maximise his pro�t πi(a, b,D) given by

πi(a, b,D) = (ai −Ai) qi(a, b,D) + (bi −Bi) qi(a, b,D)2 (14)

manipulating his own strategic variables ai, bi ≥ 0 with the rest of variables
(a−i, b−i) ∈ R2N−2

+ kept �xed. In other words, the i-th producer's problem
Pi(a−i, b−i, D) reads

Pi(a−i, b−i, D) π̃i = sup
ai,bi≥0

πi(ai, a−i, bi, b−i, D).

Note that we omit parameters (a−i, b−i, D) when writing π̃i to keep the notation
concise. Now, the solution to Pi(a−i, b−i, D), i.e., the best response of producer
i ∈ N , provides him with a clear instruction how to bid in the market. We consider
the overall demand D as a parameter and provide a full discussion of solution to
Pi(a−i, b−i, D) with respect to this parameter, see the forthcoming Theorem 3.1.
This closely corresponds to the actual needs of producers in the real-world electricity
markets. Indeed, generally they have only some expectations on the overall demand
D, and so they consider several possible scenarios with various values of D, thus
yielding di�erent optimal bids.
We state that we look only for a solution (ãi, b̃i) to Pi(a−i, b−i, D) such that

πi(ãi, a−i, b̃i, b−i, D) > 0, that is we assume all bids are pro�table. Indeed, since we

7
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model only one time period here, it makes no sense to elaborate non-pro�table bids.
In the real world, producers do sometimes sell electricity below their production
cost, but it is only in a situation where the contract spreads over several time
periods and the overall pro�t is still positive. To cope with such a setting it would
be necessary to aggregate the pro�t πi(a, b,D) over the considered time periods.
However, this is beyond the scope of this article.
From now on the strategic variables (a−i, b−i) ∈ R2N−2 of the other producers

are supposed to be �xed. Then there are several variables describing the (potential)
situation in a market without producer i ∈ N , i.e., a market consisting only of
producers in N \ {i}. We de�ne

λc(a−i, b−i) = min
j∈N\{i},bj=0

aj ,

and similarly to (3) also the other critical parameters N c(a−i, b−i), D
c(a−i, b−i) of

ISO(a−i, b−i, D). In the same manner we de�ne function F (a−i, b−i, λ) and derive
marginal price λ(a−i, b−i, D) in analogy to (6). Meaning of all these reduced vari-
ables fully corresponds to the case of the full market de�nitions. Finally, note that
also Theorem 2.1 is valid for the setting of ISO(a−i, b−i, D).
It may occur that there is no maximiser (ãi, b̃i) in problem Pi(a−i, b−i, D), i.e.,

the best response of producer i ∈ N does not exist. However, if the supremum
of the pro�t π̃i de�ned in Pi(a−i, b−i, D) is positive, a bid (ãi, b̃i) is said to be a
limiting best response of producer i if there exists a sequence (ãki , b̃

k
i )k converging

to (ãi, b̃i) that yields the optimal pro�t π̃i, i.e.,

lim
(ãki ,b̃

k
i )→(ãi,b̃i)

πi(ã
k
i , a−i, b̃

k
i , b−i, D) = π̃i. (15)

In such a situation (no existence of maximiser) we will present in the forthcoming
Theorem 3.1 a unique limiting best response together with one sequence of bids
(ãki , b̃

k
i ) yielding the respective optimal pro�t, thus providing to producer i ∈ N a

limiting best response strategy. Then, we call π̃i a limiting pro�t, and the respective
production quantity q̃i will be referred to as a limiting production quantity.
Let us �rst precise the expression of the pro�t function of producer i and, at the

same time, emphasise what values of (ai, bi) ∈ R2
+ are of potential interest for this

producer.

Theorem 2.2 (Explicit formula for the pro�t function) Assume D > 0 and take
(a−i, b−i) ∈ R2N−2

+ . Then, considering the unique solution q(a, b,D) to the regula-
tor's problem ISO(a, b,D), the i-th producer pro�t πi(a, b,D) is given by one of the
following statements:

(a) for ai ≤ λ(a−i, b−i, D) and bi > 0,

πi(a, b,D) =
λ(a, b,D)− ai

4b2i

[
aibi − 2Aibi + aiBi + λ(a, b,D)(bi −Bi)

]
, (16)

(b) for ai < λ(a−i, b−i, D) and bi = 0 (and so ai = λc(a, b) and N c(a, b) = {i}),

πi(a, b,D) = (λc(a, b)−Ai)(D −Dc(a, b))−Bi(D −Dc(a, b))2, (17)

8
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(c) for ai = λ(a−i, b−i, D) and bi = 0 (and so ai = λc(a, b) and i ∈ N c(a, b)),

πi(a, b,D) = (λc(a, b)−Ai)
D −Dc(a, b)

N c(a, b)
−Bi

(
D −Dc(a, b)

N c(a, b)

)2

, (18)

(d) for ai > λ(a−i, b−i, D) it holds πi(a, b,D) = 0

Note that the di�erent cases of Theorem 2.2 are described in terms of comparison
between ai and λ(a−i, b−i, D) (that is the marginal price without producer i) thus
independently of the value of λ(a, b,D), which is not known when producer i sets
up his bid (ai, bi).

Proof of Theorem 2.2. The announced formulas for the i-th producer pro�t func-
tion are deduced from Theorem 2.1 by substituting the formula for qi(a, b,D)
into (14) and the four cases will be considered. For case (a) we have either
ai < λ(a−i, b−i, D) implying ai < λ(a, b,D) due to Lemma A.2 (c) since bi > 0,
or ai = λ(a−i, b−i, D) = λ(a, b,D) due to Lemma A.2 (b) and (c), then the
pro�t is zero which is consistent with (16). For case (b) let us observe that since
ai < λ(a−i, b−i, D) ≤ λc(a−i, b−i) and bi = 0, one immediately has N c(a, b) = {i}
and λc(a, b) = min{aj : j ∈ N , bj = 0} = ai implying λ(a, b,D) ≤ ai. How-
ever, this inequality can not be strict because otherwise, by Lemma A.2 (b), we
would have λ(a−i, b−i, D) < ai, a contradiction. Now in case (c) we may follow
the same line as in the proof of case (b) having ai = λc(a, b) and i ∈ N c(a, b).
Finally if ai > λ(a−i, b−i, D), we may use Lemma A.2 (b) to show statement (d)
thus completing the proof.

2.3. Non-smooth Tools and Additional Notations

Due to their piecewise linear structure, functions F (a, b, λ) and λ(a, b,D) may be
non-smooth, but several directional derivatives can be computed. Since these di-
rectional derivatives will play an essential role in the forthcoming best response
analysis, we state in this subsection de�nitions and preliminary results on non-
smooth tools. For a function f : Rn → R we denote the right-hand side directional
derivative of f(x1, . . . , xn) with respect to xi by

∂+xif(x1, . . . , xn) = lim
t→0+

f(x1, . . . , xi + t, . . . , xn)− f(x1, . . . , xi, . . . , xn)

t

and analogously ∂−xif(x1, . . . , xn) stands for the left-hand side directional deriva-

tive. Now, we may compute ∂−Dλ(a, b,D) and ∂+Dλ(a, b,D), which are well-de�ned
since λ(a, b,D) is a piecewise linear function in D. First, for any (a, b) ∈
R2N
+ we de�ne sets Γ− =

{
(a, b, λ̃) ∈ R2N+1

+ : λ̃ ∈]λm(a), λc(a, b)]
}

and Γ+ ={
(a, b, λ̃) ∈ R2N+1

+ : λ̃ ∈ [λm(a), λc(a, b)]
}
. Then we may de�ne functions m± :

Γ± → R+ as follows
m−(a, b, λ̃) = ∂−Dλ(a, b, F (a, b, λ̃)) for λ̃ ∈]λm(a), λc(a, b)],

m+(a, b, λ̃) = ∂+Dλ(a, b, F (a, b, λ̃)) for λ̃ ∈ [λm(a), λc(a, b)[,

m+(a, b, λ̃) = 0 for λ̃ = λc(a, b),

(19)

9
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where F (a, b, λ̃) corresponds to the total electricity demand given the marginal
price λ̃, see (6). Note that (a, b, λ̃) ∈ Γ− implies λm(a) < λc(a, b), which, re-
garding Remark 1 (c), has a direct economic interpretation and may be restated
as Dc(a, b) > 0. Therefore ]0, Dc(a, b)] is non-empty and ∂−Dλ(a, b,D) is well-

de�ned. Similar argument holds for m+(a, b, λ̃), which may be additionally de-
�ned at λ̃ = λc(a, b) since for D ≥ Dc(a, b) it holds λ(a, b,D) = λc(a, b) and so
∂+Dλ(a, b,D) = 0.

Lemma 2.3 For any (a, b) ∈ R2N
+ , we have

1

m−(a, b, λ̃)
=

∑
i∈N :ai<λ̃

1

2bi
> 0 if λ̃ ∈]λm(a), λc(a, b)],

1

m+(a, b, λ̃)
=

∑
i∈N :ai≤λ̃

1

2bi
> 0 if λ̃ ∈ [λm(a), λc(a, b)[,

(20)

and thus m−(a, b, λ̃) ≥ m+(a, b, λ̃) for all λ̃ ∈]λm(a), λc(a, b)[.

The proof of this lemma is included in the appendix. It is derived from calculus
rules of directional derivatives. Let us now identify the exact meaning of λ(a, b,D).

Proposition 2.4 Consider the setting of Theorem 2.1. Then, for any (a, b) ∈ R2N
+ ,

function C(a, b,D) representing the total expenses of consumers, see (1), is smooth
with respect to D on ]0,+∞[ and ∂−DC(a, b,D) = ∂+DC(a, b,D) = λ(a, b,D). Thus
λ(a, b,D) corresponds to the marginal price of electricity in the market.

For the sake of simplicity we will use the term �marginal price� for λ(a, b,D)
from now on. We think that such a relation to describe λ(a, b,D) is necessary to
give a real economical meaning to λ(a, b,D) which originally corresponds only to
a Lagrangian multiplier in the problem ISO(a, b,D). The proof of Proposition 2.4
is given in the appendix. In short, we substitute qi(a, b,D) given by Theorem 2.1
into (1), and then we di�erentiate C(a, b,D) using Lemma 2.3.

Remark 4 Using (6) we observe that m±(a, b, λ(a, b, D̃)) = ∂±Dλ(a, b, D̃). Thus,
λ(a, b,D) is a smooth function with respect to D for D ≤ Dc(a, b) if and only
if m+(a, b, λ(a, b,D)) = m−(a, b, λ(a, b,D)), or, equivalently, {i ∈ N : ai =
λ(a, b,D)} = ∅ due to Lemma 2.3. This condition has a clear economic meaning.
Consider ai = λ(a, b,D) for some i ∈ N , then the marginal price λ(a, b,D) is
high enough to allow producer i to be active in the market. Indeed, from (7) we
observe that ai > λ(a, b,D) implies qi(a, b,D) = 0, and ai < λ(a, b,D) implies
qi(a, b,D) > 0. Next, using Lemma 2.3 again we observe that the same condition
may be equivalently expressed asm+(a, b, λ(a, b,D)) 6= m−(a, b, λ(a, b,D)), i.e., the
slope of the marginal price �jumps� each time a new producer starts to be active
in the market. Finally, we note that this condition may be also stated in terms of
demand D using (6). Then, function λ(a, b,D) is a smooth function with respect
to D if and only if D 6∈ {F (a, b, ai) : i ∈ N}. This observation is valid also for the
case of D = Dc(a, b) < +∞ since Dc(a, b) = F (a, b, aj) for some j ∈ N c(a, b) ⊂ N .

Next, for producer i ∈ N we introduce a quantity of production

q?i (a−i, b−i) =
λc(a−i, b−i)−Ai

2Bi
.

10
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In the following lemma we observe that q?i (a−i, b−i) sometimes corresponds to an
ideal quantity of production. Indeed, having (ai, bi) = (λc(a−i, b−i), 0), the addi-
tional production cost for qi(a, b,D) > q?i (a−i, b−i) is higher than the respective
additional gain due to rising marginal production cost (expressed by Bi > 0).

Lemma 2.5 Let (a−i, b−i) ∈ R2N−2 and Ai < λc(a−i, b−i) for some i ∈ N . Then

πi(λ
c(a−i, b−i), a−i, 0, b−i, D) ≤ (λc(a−i, b−i)−Ai) q?i (a−i, b−i)−Bi (q?i (a−i, b−i))

2

= (λc(a−i, b−i)−Ai)2/4Bi,

which becomes equality if and only if D = Dc(a−i, b−i) +N c(a, b) q?i (a−i, b−i).

Proof. If we consider qi in (14) as a free variable, the pro�t of producer i is given
by θ(qi) : qi → (λc(a−i, b−i) − Ai) qi − Bi q2i , and so q?i (a−i, b−i) is a strict max-
imiser of θ(qi) with respect to qi ≥ 0. Then, the condition for equality stems from
qi(a, b,D) = q?i (a−i, b−i) using Theorem 2.1.

Further, we introduce notation for electricity production quantities qci (a−i, b−i)
and qmi (a−i, b−i) being important for producer i ∈ N . Indeed, qci (a−i, b−i) and
qmi (a−i, b−i) play a signi�cant role when producer i decides his optimal bid, see the
forthcoming Theorem 3.1. They are de�ned as follows:

qmi (a−i, b−i) =
λm(a−i)−Ai

2Bi +m+(a−i, b−i, λm(a−i))
, (21)

qci (a−i, b−i) =


λc(a−i, b−i)−Ai

2Bi +m−(a−i, b−i, λc(a−i, b−i))
for λm(a−i) < λc(a−i, b−i),

0 for λm(a−i) = λc(a−i, b−i).

(22)

Note that qci (a−i, b−i) can not be de�ned by the �rst formula in (22) once λ
m(a−i) =

λc(a−i, b−i), see (19). The extended de�nition is to facilitate the formulation of the
concluding Theorem 3.1.

Lemma 2.6 For any (a−i, b−i) ∈ R2N−2
+ it holds qci (a−i, b−i) < q?i (a−i, b−i) pro-

vided Ai < λc(a−i, b−i), and one always has qmi (a−i, b−i) ≤ q?i (a−i, b−i).

Proof. A proof of this lemma stems directly from the respective de�nitions.

Finally, considering producer i ∈ N and bids of other producers (a−i, b−i) ∈
R2N−2
+ such that Ai ≤ λc(a−i, b−i), we de�ne

q0i (a−i, b−i) = F (a−i, b−i, Ai).

From de�nition we observe that one always has q0i (a−i, b−i) ≤ Dc(a−i, b−i), and
for any (a−i, b−i) ∈ R2N

+ the three statements qmi (a−i, b−i) ≥ 0, λm(a−i) ≥ Ai and
q0i (a−i, b−i) = 0 are equivalent.

3. Main Results

Now we are in position to state the main results, namely Theorem 3.1 and Corollary
3.3, where we discuss (existence of) the best response of producer i ∈ N with respect

11
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to positive values of the overall electricity demand. Note that some partial answers
describing the best response of one producer has been given in [2, 3] where the
authors provide necessary optimality conditions for a bid to be a local best response.
In [2] time dependent bids are considered. Nevertheless, due to the non-convexity
of the objective function of the producer in our model, necessary conditions are not
su�cient and local best responses are not global best responses that we are looking
for.
Let us observe that in the sequel we will investigate only values of (ai, bi) ∈ R2

+

such that assumptions of Theorem 2.2 (a), (b) and (c) are satis�ed. Otherwise,
the i-th producer's pro�t would be non-positive and we assume that under such
conditions the producer will not bid at all. Next, we characterise conditions for the
existence of a solution to Pi(a−i, b−i, D), determine this solution and show that it
is unique.

Theorem 3.1 (Best response evaluation) Let D > 0, (a−i, b−i) ∈ R2N−2
+ for some

i ∈ N and consider the problem

Pi(a−i, b−i, D) π̃i= sup
ai,bi≥0

πi(ai, a−i, bi, b−i, D). (23)

Then either Ai ≥ λc(a−i, b−i) and π̃i = 0, or one of the following alternatives holds:

(a) if D ∈]0, q0i (a−i, b−i)] then π̃i = 0,
(b) if D ∈]q0i (a−i, b−i), D

c(a−i, b−i)+qci (a−i, b−i)[ then π̃i > 0 and there is a unique

best response (ãi, b̃i) given by b̃i = 0 and ãi ∈ [λm(a−i), λ
c(a−i, b−i)[ satisfying

ãi = λm(a−i) if D ≤ qmi (a−i, b−i),

ãi −Ai
2Bi +m−(a−i, b−i, ãi)

≤ D − F (a−i, b−i, ãi)

≤ ãi −Ai
2Bi +m+(a−i, b−i, ãi)

if D > qmi (a−i, b−i),
(24)

(c) if D ∈ [Dc(a−i, b−i) + qci (a−i, b−i), D
c(a−i, b−i) + q?i (a−i, b−i)] then π̃i >

0 and (λc(a−i, b−i), 0) is a unique limiting best response. Moreover, for
any sequence of linear bids (ãki ) such that ãki ↗ λc(a−i, b−i) one has
limk→+∞ πi(ã

k
i , a−i, 0, b−i, D) = π̃i.

(d) if D ∈]Dc(a−i, b−i)+ q?i (a−i, b−i),+∞[ and D 6= Dc(a−i, b−i)+(N c(a−i, b−i)+
1) q?i (a−i, b−i) then π̃i > 0 and (λc(a−i, b−i), 0) is a unique limiting best re-

sponse. Moreover, for any sequence (ãki , b̃
k
i ) such that b̃ki ↘ 0 and

ãki =
Aib̃

k
i +Bi λ

c(a−i, b−i)

b̃ki +Bi
, (25)

one has limk→+∞ πi(ã
k
i , a−i, b̃

k
i , b−i, D) = π̃i.

(e) if D = Dc(a−i, b−i) + (N c(a−i, b−i) + 1) q?i (a−i, b−i) then π̃i > 0 and there is a

unique best response (ãi, b̃i) = (λc(a−i, b−i), 0).

Note that inequalities in (24) are, actually, very straightforward to solve due to
monotonicity if the involved functions, as discussed in the proof of Proposition A.8.
Before proving Theorem 3.1, we �rst show that any best response (limiting or not)
in (23) is a linear bid, and we clarify the role of sequences of bids (aki , b

k
i ) such that

bki ↘ 0.

12
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Proposition 3.2 Let D > 0, (a−i, b−i) ∈ R2N−2
+ and Ai < λ(a−i, b−i, D) for

some i ∈ N . Consider the problem Pi(a−i, b−i, D) and supremum of pro�t π̃i as
de�ned in Theorem 3.1. Then no quadratic best response (limiting or not) of problem
Pi(a−i, b−i, D) exists. Moreover, one of the following alternatives is valid:

(a) for D ≤ Dc(a−i, b−i) + q?i (a−i, b−i) it holds π̃i= supai≥0 πi(ai, a−i, 0, b−i, D),

(b) otherwise, for any sequence of bids ãki ↗ λc(a−i, b−i) and b̃ki ↘ 0 satisfying
(25), we have

π̃i= max

{
sup
ai≥0

πi(ai, a−i, 0, b−i, D), lim
k→+∞

πi(ã
k
i , a−i, b̃

k
i , b−i, D)

}
.

Moreover, the limiting production quantity yielded by sequence (ãki , b̃
k
i ) is

q?i (a−i, b−i).

Proof of this proposition is included in appendix. Now we state the proof of
Theorem 3.1.

Proof of Theorem 3.1. First, observe that bidding, e.g., (ai, bi) = (Ai, Bi), we
obtain πi(a, b,D) = 0, thus π̃i ≥ 0. Then, since πi(ai, a−i, 0, b−i, D) ≤ 0
for ai > λ(a−i, b−i, D) regarding Theorem 2.2 (d), we may further assume
ai ≤ λ(a−i, b−i, D) without loss of generality. Similarly, for Ai ≥ λc(a−i, b−i) ≥
λ(a−i, b−i, D) it holds π̃i ≤ 0 according to Corollary A.4. Therefore, throughout the
rest of the proof we assume Ai < λc(a−i, b−i). Then we note that q

0
i (a−i, b−i) is well-

de�ned and q0i (a−i, b−i) ≤ Dc(a−i, b−i). Now we use this inequality to show that the
presented statements are indeed alternatives. Observing qci (a−i, b−i) < q?i (a−i, b−i)
due to Lemma 2.6, the only problematic cases may be (a) and (c) provided
Dc(a−i, b−i) = 0. Then, however, q0i (a−i, b−i) = 0 and the case (a) is avoided.
Next, the strategy of the proof is to reduce the analysis of Pi(a−i, b−i, D) to

(possibly limiting) bids such that bi = 0 whenever possible using Proposition 3.2.
For D ≤ q0i (a−i, b−i) = F (a−i, b−i, Ai) we have λ(a−i, b−i, D) ≤ Ai due to Lemma
A.1 and de�nition (6), and so π̃i ≤ 0 with regards to Corollary A.4. Thus we
obtained the statement (a). Note that further we may assume Ai < λ(a−i, b−i, D).
Now, for D ∈]q0i (a−i, b−i), D

c(a−i, b−i)[ we may consider only linear bids since
assumption

D ≤ Dc(a−i, b−i) + q?i (a−i, b−i), (26)

of Proposition 3.2 (a) is satis�ed. Then, using Proposition A.8 (a) there ex-
ists a unique best response candidate (ãi, 0) yielding positive pro�t with ãi ∈
[λm(a−i), λ(a−i, b−i, D)[ given by (24). To show that it is a unique best response
with respect to ai ∈ [λm(a−i), λ(a−i, b−i, D)], we observe that πi(a, b,D) given by
Theorem 2.2 (b) and (c) is continuous in ai on [0, λ(a−i, b−i, D)] due to Corollary
A.5 (a), and so

πi(λ(a−i, b−i, D), a−i, 0, b−i, D) ≤ πi(ãi, a−i, 0, b−i, D). (27)

However, equality in (27) contradicts strict quasiconcavity of πi(a, b,D) in vari-
able ai on the segment [λm(a−i), λ(a−i, b−i, D)[ as given by Proposition A.7.
Thus (ãi, 0) is indeed a unique best response and so we shown statement (b) for
D ∈]q0i (a−i, b−i), D

c(a−i, b−i)[.

13
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From now on, we deal with variant D ≥ Dc(a−i, b−i), then λ(a−i, b−i, D) =
λc(a−i, b−i), thus we have to face discontinuity of πi(a, b,D) as described by
Corollary A.5 (c) and (d). Let us consider �rst D ∈ [Dc(a−i, b−i), D

c(a−i, b−i) +
qci (a−i, b−i)[ with qci (a−i, b−i) > 0 because otherwise this interval is empty. Ob-
serve that inequality (26) holds due to q?i (a−i, b−i) > qci (a−i, b−i), see Lemma 2.6,

and so we may still consider only b̃i = 0 as discussed in Proposition 3.2 (a). Fur-
ther, using (22) we deduce λm(a−i) < λc(a−i, b−i). Thus we have a unique pro�t
maximiser ãi with respect to ai ∈ [0, λc(a−i, b−i)[ due to Proposition A.8 (b), and
we have positive pro�t at this point. To show that it is indeed a unique best re-
sponse, we examine the last possible candidate for a best response, a linear bid
having ai = λc(a−i, b−i). This point can be the best response of producer i only
in the case when assumptions of Corollary A.5 (b) or (d) are satis�ed. Denoting

ξ = 1
2
Nc(a−i,b−i)+2
Nc(a−i,b−i)+1 , we have

1
2 < ξ ≤ 3

4 due to N c(a−i, b−i) ≥ 1, and observe

ξ(D −Dc(a−i, b−i)) ≥ q?i (a−i, b−i) > qci (a−i, b−i) > D −Dc(a−i, b−i)
> ξ(D −Dc(a−i, b−i))

using assumptions of Corollary A.5 (b) and (d), Lemma 2.6, assumption on
qci (a−i, b−i), and the fact that ξ < 1, respectively. We obtained a contradiction,
thus (ãi, 0) is indeed a unique best response, and statement (b) is valid assuming
D ∈ [Dc(a−i, b−i), D

c(a−i, b−i) + qci (a−i, b−i)[.
Next, for D ∈ [Dc(a−i, b−i) + qci (a−i, b−i), D

c(a−i, b−i) + q?i (a−i, b−i)] inequality

(26) is still valid, and so we may again consider only b̃i = 0, see Proposition 3.2
(a). Then we observe that λc(a−i, b−i) = λ(a−i, b−i, D) and qci (a−i, b−i) ≤ D −
Dc(a−i, b−i) at the same time. Thus, using Proposition A.8, the pro�t is strictly
increasing in ai on [0, λc(a−i, b−i)[. However, since

1
ξ q

?
i (a−i, b−i) > q?i (a−i, b−i) ≥

D − Dc(a−i, b−i), the pro�t is not upper-semicontinuous at (λc(a−i, b−i), 0) due
to Corollary A.5 (c). Thus we may conclude that any sequence (ãki , b̃

k
i ) such that

ãki ↗ λc(a−i, b−i) and b̃ki = 0 is converging to the unique limiting best response
(λc(a−i, b−i), 0). Moreover, it yields a positive pro�t since condition (A7), rewritten
in our case as D < Dc(a−i, b−i) + 2q?i (a−i, b−i), is satis�ed due to our assumptions,
thus showing statement (c) of the theorem.
Next, for D > Dc(a−i, b−i) + q?i (a−i, b−i), we consider any sequence

(ãki , b̃
k
i ) → (λc(a−i, b−i), 0) satisfying (25). Then, according to Proposi-

tion 3.2 (b), one has that π̃i is actually the maximum of the three
values supai∈[0,λc(a−i,b−i)[ πi(ai, a−i, 0, b−i, D), πi(λ

c(a−i, b−i), a−i, 0, b−i, D), and

limk→+∞ πi(ã
k
i , a−i, b̃

k
i , b−i, D).

Now, denoting π∗i = (λc(a−i,b−i)−Ai)2
4Bi

, using Proposition 3.2 (b) and Lemma 2.5,
we deduce that

lim
k→+∞

πi(ã
k
i , a−i, b̃

k
i , b−i, D) = π?i ≥ πi(λc(a−i, b−i), a−i, 0, b−i, D).

Moreover, even for D > Dc(a−i, b−i) + q?i (a−i, b−i the pro�t is strictly increasing in
ai on [0, λc(a−i, b−i[ by the same arguments as in the previous paragraph. Thus

sup
ai∈[0,λc(a−i,b−i)[

πi(ai, a−i, 0, b−i, D) = sup
aki↗λc(a−i,b−i)

πi(a
k
i , a−i, 0, b−i, D)

14
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and consequently, due to equation (A27) of Proposition A.14, we �nally get

π̃i = lim
k→+∞

πi(ã
k
i , a−i, b̃

k
i , b−i, D) = π?i ,

thus showing that (λc(a−i, b−i), 0) is the unique (limiting or not) best re-
sponse. Finally, if D = Dc(a−i, b−i) + (N c(a−i, b−i) + 1) q?i (a−i, b−i) then
πi(λ

c(a−i, b−i), a−i, 0, b−i, D) = π?i = π̃i due to Lemma 2.5, proving that
(λc(a−i, b−i), 0) is a (exact) best response in this case, thus �nishing the proof
of statements (d) and (e).

Let us end this work by a complete description of the production quantity corre-
sponding to the (limiting or not) best response of a producer.

Corollary 3.3 (Optimal production quantity) Consider the setting of Theorem
3.1. Then either Ai ≥ λc(a−i, b−i) and q̃i = 0, or one of the following alternatives
holds:

(a) if D ∈]0, q0i (a−i, b−i)] then q̃i = 0,
(b) if D ∈]q0i (a−i, b−i), D

c(a−i, b−i) + qci (a−i, b−i)[ and moreover
(i) D ≤ qmi (a−i, b−i) then q̃i = D,
(ii) D > qmi (a−i, b−i) then q̃i = D − F (a−i, b−i, ãi) with ãi ∈

[λm(a−i), λ
c(a−i, b−i)[ given by the second part of (24),

(c) if D ∈ [Dc(a−i, b−i) + qci (a−i, b−i), D
c(a−i, b−i) + q?i (a−i, b−i)] then q̃i = D −

Dc(a−i, b−i),
(d) if D ∈]Dc(a−i, b−i) + q?i (a−i, b−i),+∞[ then q̃i = q?i (a−i, b−i).

Proof. If the linear term of the production cost function is above or equal to the
critical marginal price, Ai ≥ λc(a−i, b−i), then producer i prefers not to bid because
the generated pro�t π̃i would be non-positive, see Theorem 3.1, and so q̃i = 0. Hence
we assume throughout the proof that Ai < λc(a−i, b−i). Now forD ∈]0, q0i (a−i, b−i)]
we follow the same reasoning as for Theorem 3.1 (a).
Once D ∈]q0i (a−i, b−i), D

c(a−i, b−i) + qci (a−i, b−i)[ the best response satis�es

b̃i = 0 with ãi < λc(a−i, b−i) given by (24), see Theorem 3.1 (b). Then
ãi = λc(ãi, a−i, 0, b−i) = λ(ãi, a−i, 0, b−i, D) and thus Dc(ãi, a−i, 0, b−i) =
F (a−i, b−i, ãi). Moreover, one also has N c(ãi, a−i, 0, b−i) = {i} (thus
N c(ãi, a−i, 0, b−i) = 1) and therefore q̃i = D − F (a−i, b−i, ãi) by Theorem 2.1.
This demonstrates statement (b)-(ii). But if moreover D ≤ qmi (a−i, b−i), condition
(24) reduces to ãi = λm(a−i) and so F (a−i, b−i, ãi) = 0, thus proving statement
(b)-(i).
Now, case D ∈ [Dc(a−i, b−i) + qci (a−i, b−i), D

c(a−i, b−i) + q?i (a−i, b−i)] is a direct
consequence of Theorem 3.1 (c) and Corollary A.5. Finally, for D ∈]Dc(a−i, b−i) +
q?i (a−i, b−i),+∞[ the conclusion follows from Theorem 3.1 (d) and (e) together with
Proposition A.14 (b).

Let us illustrate on an example the conclusion of Theorem 3.1.

Example 3.4 Consider a market with 5 producers, N = {1, . . . , 5}, having bids
given by

i ∈ N 1 2 3 4 5
(ai, bi) (40, 2) (41, 4) (42, 1) (43, 0) (44, 0)

Then we will characterise for which value of the demand D a new producer, denoted
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by i = 6, should bid to obtain a positive pro�t and what values (a6, b6) maximise
his pro�t function π6(a, b,D). We assume that his true production cost coe�cients
are (A6, B6) = (5, 1).
Based on these data we provide four �gures to illustrate the previous results. In

Figure 1 the positive part of pro�t π6(a, b,D) is depicted for D = 30. Then D >
Dc(a−i, b−i) + q?i (a−i, b−i) and so the optimal limiting pro�t is yielded by limiting
best response described by the case (d) of Theorem 3.1. For readers convenience
we draw also the limiting best response having bi = 0 as given by the case (c) of
Theorem 3.1. Thus, the discontinuity of the pro�t at the critical point (a6, b6) =
(λc(a−i, b−i), 0) as discussed in the proof of Theorem 3.1 may be well-observed.
To comment the next �gures, we �rst de�ne D1 = qmi (a−6, b−6), D2 =

Dc(a−6, b−6) + qci (a−6, b−6) and D3 = Dc(a−6, b−6) + q∗i (a−6, b−6). Then, in Fig-
ure 2 the linear coe�cient a6 of the (eventually limiting) best response given by
Theorem 3.1 is shown. The �at parts of the graph correspond to a new producer
being ready to enter the market. To avoid sharing part of the production with this
producer, producer 6 ��xes� the marginal price by bidding at a relatively low level.
For example, starting at D = 0, producer 6 �xes its bid at a6 = 40 not to share the
production with producer 1 having a1 = 40 and b1 > 0. Then, from D ≈ 6, it is
better to bid a6 > 40 and share part of the production with producer 1. The same
reasoning holds also for all the other steps depicted in Figure 2 corresponding to
higher marginal prices and more producers in the market becoming active.

Figure 1. The positive part of pro�t
π6(a, b,D) with D = 30, bid of other pro-
ducers (a−6, b−6) and true production cost
coe�cients (A6, B6).
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Figure 2. Best response and limiting best
response of producer 6 provided b6 = 0

with (a−6, b−6) and true production cost
coe�cients (A6, B6).

Finally based on the above data, Figure 3 shows the production quantity, while
Figure 4 shows the obtained pro�t of producer 6 corresponding to the best response
or limiting best response depicted for the complete range of demand D.
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Figure 3. Production quantity yielded by
the best response (or limiting best re-
sponse) of producer 6 with (a−6, b−6) and
A6,B6.
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Figure 4. Pro�t yielded by the best re-
sponse (or limiting best response) of pro-
ducer 6 with (a−6, b−6) and A6,B6.

4. Conclusion

In this work we provide an analytic solution to the problem of a producer in the
electricity market, thus enabling us to �nd the best response of a producer for all the
possible market con�gurations, see Theorem 3.1. In some cases the best response
does not exist, and a limiting best response yielding a positive supremum of pro�t,
was determined instead.
Note also that Proposition A.12 clearly shows, that modelling the electricity

market with purely quadratic bids (that is with bi > 0) may not be consistent from
the game-theoretical point of view. Indeed considering cases (b) and (e) of Theorem
3.1, the (non-limiting) best response of a producer is reached only by linear bid with
bi = 0.
In this work we considered a simpli�ed model of the electricity market with no

production bounds. However, as described in Theorem 3.1 and Corollary 3.3, there
exists an ideal quantity of production q?i (a−i, b−i) which actually corresponds to an
implicit production bound, since we always have q̃i ≤ q?i (a−i, b−i).
Note that in work - Part 2 of this couple of articles - we assume that bids of

the other producers (a−i, b−i) ∈ R2N−2
+ are �xed and in particular not depending

on D. However, in order to determine possible Nash equilibrium of the market it
is important to consider that the strategic behaviour of the other producers also
depends on the demand D or, in other words, that the other producers would also
bid their best response, if exists. It is what has been done in Part 1 of this couple
of articles (see [4]).
The aim of Part 2 is to characterise an exact best response (ãi, b̃i) reaching an

attained optimal pro�t of the considered producer i. But, in some cases (see e.g.
(d) of Proposition A.14) only a limiting optimal pro�t exists and cannot be reached
as limits of linear bids. This observation is of practical interest. In such cases the
producer can nevertheless evaluate a quadratic bid approximately reaching this
limiting optimal pro�t.
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Appendix A. Proofs of Statements

Let us �rst show that function F (a, b, λ) de�ned by (4) possesses continuity and
monotonicity property playing an important role in the sequel.

Lemma A.1 For any (a, b) ∈ R2N
+ , function λ → F (a, b, λ) is continuous on

its domain. Moreover, it is equal to 0 on [0, λm(a)], and strictly increasing on
[λm(a), λc(a, b)] if λc(a, b) < +∞ and on [λm(a),+∞[ otherwise.
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Proof of Lemma A.1. Denoting Nsub = {i ∈ N : ai < λc(a, b)} and (x)+ =
max {x, 0} for any x ∈ R, we may rewrite F (a, b, λ) as follows

F (a, b, λ) =
∑
i∈Nsub

(λ− ai)+
2bi

immediately observing continuity of F (a, b, λ) with respect to λ.
The fact that F (a, b, λ) = 0 for any λ ∈ [0, λm(a)] is directly due to de�nition.

Now to enlighten the monotonicity of F let us consider λm(a) ≤ λ1 < λ2 < λc(a, b).
Then we have

F (a, b, λ1) =
∑

i∈N :ai<λ1

λ1 − ai
2bi

<
∑

i∈N :ai<λ1

λ2 − ai
2bi

≤
∑

i∈N :ai<λ2

λ2 − ai
2bi

= F (a, b, λ2).

Note that λ2 can be taken as λc(a, b) if λc(a, b) < +∞.

Lemma A.2 Consider demand D > 0 and bid vector (a, b) ∈ R2N
+ . Then

(a) λ(a, b,D) ≤ λ(a−i, b−i, D),
(b) ai ≤ λ(a, b,D) if and only if ai ≤ λ(a−i, b−i, D),
(c) if bi > 0, then, ai < λ(a, b,D) if and only if ai < λ(a−i, b−i, D).

Although this lemma can appear to be only a technical issue, it has some straight-
forward economical interpretations:

(a) it states that the marginal price in the market including producer i is always
less or equal to the marginal price in the market without producer i

(b) (respectively (c)) it enlightens that if producer i would have been active with
a linear bid (respectively with a quadratic bid) in the market without him
then he will be active in the market with him.

An important consequence of the proof of case (b) above is that if producer i o�ers
a linear bid ai strictly lower than the marginal price in the market without him,
then the marginal price of the market including him will adjust to his bid ai.

Proof of Lemma A.2. We proof statement (a) directly from the de�nition of
λ(a, b,D). There are four di�erent settings to consider. First, for D such that
D < Dc(a, b) and D < Dc(a−i, b−i) we have F (a−i, b−i, λ(a−i, b−i, D)) = D =
F (a, b, λ(a, b,D)) ≥ F (a−i, b−i, λ(a, b,D)) proving the statement with regards
to Lemma A.1. Next, if D is such that Dc(a−i, b−i) > D ≥ Dc(a, b) and
taking into account that one always has λc(a−i, b−i) ≥ λc(a, b), we necessar-
ily obtain λc(a−i, b−i) > λc(a, b). Then we have ai = λc(a, b), bi = 0, and
F (a−i, b−i, λ(a−i, b−i, D)) = D ≥ F (a, b, λc(a, b)) = F (a, b, ai) = F (a−i, b−i, ai).
Finally, since ai = λc(a, b) = λ(a, b,D) we obtained F (a−i, b−i, λ(a−i, b−i, D)) ≥
F (a−i, b−i, λ(a, b,D)) proving the statement due to Lemma A.1 again. Now, con-
sidering D such that Dc(a, b) > D ≥ Dc(a−i, b−i), we may write F (a, b, λc(a, b)) >

F (a−i, b−i, λ
c(a−i, b−i)) ≥ F (a−i, b−i, λ

c(a, b)) implying λc(a,b)−ai
2bi

> 0 from the def-
inition of F . Then, however, λc(a, b) = λc(a−i, b−i) and so λ(a, b,D) ≤ λc(a, b) =
λc(a−i, b−i) = λ(a−i, b−i, D). Finally, for the case D ≥ Dc(a, b) and D ≥
Dc(a−i, b−i) we may immediately conclude λ(a, b,D) = λc(a, b) ≤ λc(a−i, b−i) =
λ(a−i, b−i, D).
Next, for both statements (b) and (c) we need to prove only the �if" part

of the equivalence, since the other implication is a direct consequence of (a).
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For the case (b) we proof the statement by showing that ai > λ(a, b,D) im-
plies ai > λ(a−i, b−i, D). For the case of λ(a, b,D) = λc(a, b) we observe
D ≥ F (a, b, λc(a, b)) = F (a−i, b−i, λ

c(a, b)) = F (a−i, b−i, λ
c(a−i, b−i)) where

D ≥ Dc(a, b), the fact that ai > λc(a, b), and the observation λc(a, b) = λc(a−i, b−i)
were used, respectively. In other words, we have shown D ≥ Dc(a−i, b−i) and
thus it also holds λ(a−i, b−i, D) = λc(a−i, b−i). Altogether, we have obtained
ai > λ(a, b,D) = λc(a, b) = λc(a−i, b−i) = λ(a−i, b−i, D). For the case of
ai > λ(a, b,D) and λ(a, b,D) < λc(a, b) we observe F (a−i, b−i, ai) = F (a, b, ai) >
F (a, b, λ(a, b,D)) = D ≥ F (a−i, b−i, λ(a−i, b−i, D)) using (4), ai > λ(a, b,D) and
Remark 2, respectively. Then, however, F (a−i, b−i, ai) > F (a−i, b−i, λ(a−i, b−i, D))
implies ai > λ(a−i, b−i, D) with regards to Lemma A.1.
For case (c) we primarily observe that λc(a, b) = λc(a−i, b−i) and so Dc(a, b) ≥

Dc(a−i, b−i). Then, there are three possibilities. First, considering D ≥ Dc(a, b) ≥
Dc(a−i, b−i) and the de�nition of function λ, we obtain λ(a, b,D) = λc(a, b) =
λc(a−i, b−i) = λ(a−i, b−i, D) and the statement is immediate. Next, we assume
Dc(a, b) ≥ D ≥ Dc(a−i, b−i), ai < λ(a−i, b−i, D) and observe F (a, b, λ(a, b,D)) =
D ≥ F (a−i, b−i, λ

c(a−i, b−i)) > F (a−i, b−i, ai) = F (a, b, ai) where Remark 2, de�-
nition of Dc(a−i, b−i), the fact that λ

c(a−i, b−i) = λ(a−i, b−i, D) > ai, Lemma A.1,
and the de�nition of F were used, respectively. Then, again by Lemma A.1, we have
λ(a, b,D) > ai. The last variant to examine reads Dc(a, b) ≥ Dc(a−i, b−i) > D.
Then, if ai < λ(a−i, b−i, D) we directly obtain

F (a−i, b−i, ai) < F (a−i, b−i, λ(a−i, b−i, D)) = D = F (a, b, λ(a, b,D)),

and since by the de�nition of F we have F (a−i, b−i, ai) = F (a, b, ai), we complete
the proof by using Lemma A.1 once more.

Then we may show continuity of the marginal price with respect to bid of one
producer.

Proposition A.3 Let (a−i, b−i) ∈ R2N−2
+ , D > 0 and i ∈ N . Then λ(a, b,D) is

continuous in (ai, bi) on [0, λ(a−i, b−i, D)]× [0,+∞[.

Proof of Proposition A.3. Consider a sequence (aki , b
k
i ) → (ai, bi) such that

(aki , b
k
i ) ∈ [0, λ(a−i, b−i, D)] × [0,+∞[ for all k, and denote (ak, bk) =

(aki , a−i, b
k
i , b−i). First we treat a case of bi > 0. Then bki > 0 for k large

enough, and so λc(ak, bk) = λc(a−i, b−i) = λc(a, b). Further Dc(ak, bk) =

F (ak, bk, λc(a−i, b−i)) = Dc(a−i, b−i) + λc(a−i,b−i)−aki
2bki

and thus Dc(ak, bk) →
Dc(a, b). Now we consider D such that D > Dc(a, b) �rst. Then λ(a, b,D) =
λc(a, b) and also D > Dc(ak, bk) for k large enough. Thus λ(ak, bk, D) =
λc(ak, bk) = λc(a, b) and the proof is done. Next, for D < Dc(a, b) we observe
that F (ak, bk, λ(ak, bk, D)) = D = F (a, b, λ(a, b,D)) since for k large enough it
holds D < Dc(ak, bk). Using the de�nition of F , we arrive at

F (a, b, λ(ak, bk, D))− F (a, b, λ(a, b,D)) =
λ(a, b,D)(bki − bi) + aki bi − aibki

2bki bi

after several technical steps. Since (λ(ak, bk, D))k is bounded, there exists a point
of accumulation λ̃ of (λ(ak, bk, D))k satisfying F (a, b, λ̃) − F (a, b, λ(a, b,D)) = 0.
Then, however, λ(a, b,D) = λ̃ due to Lemma A.1. Considering the last case of
D = Dc(a, b), if one can extract from ((ak, bk))k a sub-sequence, also denoted by
((ak, bk))k, such that D > Dc(ak, bk) for all k, or D < Dc(ak, bk) for all k, the
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conclusion follows from the respective step above. Otherwise, for k large enough it
holds D = Dc(ak, bk) = Dc(a, b) and the proof is direct.
Second, we consider bi = 0, i.e., bki → 0. Then Dc(a, b) = F (a−i, b−i, ai) ≤

F (a−i, b−i, λ(a−i, b−i, D)) ≤ D, λc(a, b) = ai and thus λ(a, b,D) = λc(a, b) = ai. If
we can extract a subsequence (aki , b

k
i )k such that bki ↘ 0, then, using Lemma A.2

(b), Remark 2 and the de�nition of F we obtain

0 ≤ λ(ak, bk, D)− aki
2bki

≤ D − F (a−i, b−i, λ(ak, bk, D)) ≤ D. (A1)

Observing 0 ≤ λ(ak, bk, D)− aki ≤ 2bkiD, we have limaki→ai,bki↘0 λ(ak, bk, D) = ai =

λ(a, b,D). Finally, the only case to consider is when bki = 0 for k large enough.
Then we have Dc(ak, bk) ≤ D by similar arguments as above, thus λ(ak, bk, D) =
λc(ak, bk) = aki which completes the proof since aki → ai = λ(a, b,D).

Let us now state the proof of Lemma 2.3 which provides explicit formulas for the
left and right derivatives of λ(a, b,D) with respect to D.

Proof of Lemma 2.3. Let λ̃ ∈ [λm(a), λc(a, b)[ and D̃ ∈ [0, Dc(a, b)[ such that
λ(a, b, D̃) = λ̃. Then, from (6) we observe F (a, b, λ(a, b, D̃)) = D̃, and owing to
the piecewise linearity of F (a, b, λ) and λ(a, b,D) in λ and D, respectively, we have

∂+DF (a, b, λ(a, b, D̃)) = ∂+λ F (a, b, λ(a, b, D̃)) ∂+Dλ(a, b, D̃) = 1,

or in other words 1
m+(a,b,λ̃)

= ∂+λ F (a, b, λ̃). Now according to (4) one gets

∂+λ F (a, b, λ̃) =
∑

i∈N :ai≤λ̃
1
2bi

. To �nish the proof, let us observe that {i ∈ N :

ai ≤ λ̃} is non-empty since λm(a) ≤ λ̃, and so m+(a, b, λ̃) > 0. Finally, we can
perform similar considerations for m−(a, b, λ̃).

Using the previous result, we may deduce the meaning of λ(a, b,D) as follows.

Proof of Proposition 2.4. When convenient, we use λ = λ(a, b,D) for brevity. For
D < Dc(a, b), we restrict the sum in the de�nition of C(a, b,D) to i ∈ N such that
ai < λ due to (7), and we use qi(a, b,D) = λ−ai

2bi
obtaining

C(a, b,D) =
∑

i∈N :ai<λ

ai
λ− ai

2bi
+ bi

(λ− ai)2

4b2i
=

∑
i∈N :ai<λ

λ(a, b,D)2 − a2i
4bi

.

For D ≥ Dc(a, b) the way is analogous using formula (7) for qi(a, b,D) and splitting
the sum between linear and non-linear bidders

C(a, b,D) = (D −Dc(a, b))λc(a, b) +
∑

i∈N :ai<λc(a,b)

(λc(a, b))2 − a2i
4bi

where we moreover substitute Dc(a, b) =
∑

i∈N :ai<λc(a,b)
λc(a,b)−ai

2bi
obtaining

C(a, b,D) = Dλc(a, b)−
∑

i∈N :ai<λc(a,b)

(λc(a, b)− ai)2

4bi
.
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From these results we observe that C(a, b,D) is continuous with respect toD atD =
Dc(a, b). Now, for the left-hand side derivative ∂−DC(a, b,D) at D, D ∈]0, Dc(a, b)[,
we have

∂−DC(a, b,D) =
∑

i∈N :ai<λ(a,b,D)

2λ(a, b,D)m−(a, b, λ(a, b,D))

4bi
= λ(a, b,D)

with regards to Lemma 2.3, and the formula ∂−DC(a, b,D) = λc(a, b) = λ(a, b,D)
for D ≥ Dc(a, b) is immediate. Analogously, we may validate also the formula
∂+DC(a, b,D) = λ(a, b,D), thus proving smoothness of λ(a, b,D) with respect to
D.

Let us now emphasize, through the following corollary, that as soon as the linear
coe�cient Ai of the production cost function of the i-th producer is greater than
the marginal price λ(a−i, b−i, D) in the market without producer i, then there is
no bid (ai, bi) for producer i ensuring him positive pro�t.

Corollary A.4 For any D > 0, (a−i, b−i) ∈ R2N−2
+ and Ai ≥ λ(a−i, b−i, D), the

i-th producer's pro�t is non-positive, that is πi(a, b,D) ≤ 0.

Proof of Corollary A.4. Since case (d) of Theorem 2.2 concludes to zero pro�t,
we only have to consider cases (a), (b), and (c) of this theorem. Assume �rst that
ai < λ(a−i, b−i, D) and bi > 0. We have Ai > ai and also λ(a, b,D) ≤ λ(a−i, b−i, D)
according to Lemma A.2 (a), then λ(a, b,D) ≤ Ai and thus

aibi − 2Aibi + aiBi + λ(a, b,D)(bi −Bi) ≤ (ai −Ai)(bi +Bi) < 0

concluding πi(a, b,D) ≤ 0 according to variant (a) of Theorem 2.2.
Thus, if ai ≤ λ(a−i, b−i, D) and bi = 0 then, as in the proof of Theorem 2.2, we

can deduce that λc(a, b) = ai and therefore λ(a, b,D) ≤ ai ≤ λ(a−i, b−i, D). Now,
by Lemma A.2 (b) it follows that actually ai = λ(a, b,D). Then also Dc(a, b) ≤ D
thanks to bi = 0 and Remark 3. Finally, the non-positiveness of the pro�t function
for cases (b) and (c) of Theorem 2.2 is a direct consequence of (17) and (18),
respectively, since Bi > 0 and we have shown that λc(a, b) ≤ Ai and Dc(a, b) ≤
D.

Now, we state the conditions for upper and lower semi-continuity of pro�t
πi(a, b,D) with respect to ai approaching λ(a−i, b−i, D) from below and bi = 0.

Corollary A.5 Let D > 0, i ∈ N , bi = 0, (a−i, b−i) ∈ R2N−2
+ and denote

ξ = 1
2
Nc(a−i,b−i)+2
Nc(a−i,b−i)+1 . Then, one of the following alternatives has to be satis�ed:

(a) if λ(a−i, b−i, D) < λc(a−i, b−i) then

lim
ai↗λ(a−i,b−i,D)

πi(ai, a−i, 0, b−i, D) = πi(λ(a−i, b−i, D), a−i, 0, b−i, D), (A2)

(b) if λ(a−i, b−i, D) = λc(a−i, b−i) and q?i (a−i, b−i) = ξ(D −Dc(a−i, b−i)) then

lim
ai↗λc(a−i,b−i)

πi(ai, a−i, 0, b−i, D) = πi(λ
c(a−i, b−i), a−i, 0, b−i, D), (A3)
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(c) if λ(a−i, b−i, D) = λc(a−i, b−i) and q?i (a−i, b−i) > ξ(D −Dc(a−i, b−i)) then

lim
ai↗λc(a−i,b−i)

πi(ai, a−i, 0, b−i, D) > πi(λ
c(a−i, b−i), a−i, 0, b−i, D), (A4)

(d) if λ(a−i, b−i, D) = λc(a−i, b−i) and q?i (a−i, b−i) < ξ(D −Dc(a−i, b−i)) then

lim
ai↗λc(a−i,b−i)

πi(ai, a−i, 0, b−i, D) < πi(λ
c(a−i, b−i), a−i, 0, b−i, D). (A5)

Moreover, it holds

lim
ai↗λ(a−i,b−i,D)

qi(ai, a−i, 0, b−i, D) = D −Dc(λ(a−i, b−i, D), a−i, 0, b−i), (A6)

and condition limai↗λ(a−i,b−i,D) πi(ai, a−i, 0, b−i, D) > 0 may be equivalently re-
stated as

D −Dc(λ(a−i, b−i, D), a−i, 0, b−i) < 2 q?i (a−i, b−i). (A7)

From this corollary we observe that for bi = 0 the pro�t πi(a, b,D) is continuous,
upper semi-continuous, and lower semi-continuous with respect to ai approaching
λ(a−i, b−i, D) from below in cases described by (a)-(b), (c), and (d), respectively.

Proof of Corollary A.5. First we validate formula (A6) for the limit value of the
produced quantity. For ai < λ(a−i, b−i, D) we observe ai ≤ λ(a, b,D) ≤ λc(a, b) =
ai due to Lemma A.2 (b) and using bi = 0, and so ai = λ(a, b,D). On that account
we have qi(ai, a−i, 0, b−i, D) = D − Dc(ai, a−i, 0, b−i) = D − F (a−i, b−i, ai) using
Theorem 2.1 and de�nition of Dc(ai, a−i, 0, b−i). Moreover, at the limiting point
in (A6) it holds F (a−i, b−i, λ(a−i, b−i, D)) = Dc(λ(a−i, b−i, D), a−i, 0, b−i) owing
to λc(λ(a−i, b−i, D), a−i, 0, b−i) = λ(a−i, b−i, D). Thus (A6) holds directly due to
continuity of F (a, b, λ) stated in Lemma A.1.
Next, the limit condition limai↗λ(a−i,b−i,D) πi(ai, a−i, 0, b−i, D) > 0 is equivalent

to the strict inequality
Bi(D − Dc(a−i, b−i)) < (λ(λ(a−i, b−i, D), a−i, 0, b−i, D) − Ai) yielding
(A7) owing to the de�nition of coe�cient q?i (a−i, b−i). The fact that
Dc(λ(a−i, b−i, D), a−i, 0, b−i) = Dc(λc(a−i, b−i), a−i, 0, b−i) = Dc(a−i, b−i)
provided equality λ(a−i, b−i, D) = λc(a−i, b−i) is directly due to de�nition of
Dc(a, b).
Now, to prove statement (a), we observeN c(λ(a−i, b−i, D), a−i, 0, b−i) = 1 assum-

ing λ(a−i, b−i, D) < λc(a−i, b−i). Then formulas (17) and (18) stated in Theorem
2.2 are identical.
Finally, for λ(a−i, b−i, D) = λc(a−i, b−i) the pro�t at the limit point is given by

Theorem 2.2 (c) as follows

πi(λ
c(a−i, b−i), a−i, 0, b−i, D) = (λc(a−i, b−i)−Ai)D−D

c(a−i,b−i)
Nc(a−i,b−i)+1

−Bi
(
D−Dc(a−i,b−i)
Nc(a−i,b−i)+1

)2
,

with λc(λc(a−i, b−i), a−i, 0, b−i) = λc(a−i, b−i), Dc(λc(a−i, b−i), a−i, 0, b−i) =
Dc(a−i, b−i) and N c(λc(a−i, b−i), a−i, 0, b−i) = 1 + N c(a−i, b−i) were used. In
the same way we simplify (A6), calculate the pro�t yielded by this produc-
tion quantity, and observe that limai↗λc(a−i,b−i) πi(ai, a−i, 0, b−i, D) is equal to
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πi(λ
c(a−i, b−i), a−i, 0, b−i, D)+2 [q?i (a−i, b−i)− ξ(D −Dc(a−i, b−i))] , thus showing

cases (b), (c), and (d) and �nishing the proof.

The following formulas for partial directional derivatives of πi(a, b,D) are a
workhorse for analysis of the i-th producer's problem.

Lemma A.6 Let (a−i, b−i) ∈ R2N−2
+ , D > 0, and for i ∈ N consider ai ∈

]0, λ(a−i, b−i, D)[ and bi = 0. Then, the partial directional derivatives ∂−aiπi(a, b,D)
and ∂+aiπi(a, b,D) are well-de�ned and

(a) for ai > λm(a−i) both ∂−aiπi(a, b,D) and ∂+aiπi(a, b,D) are given by

∂±aiπi(a, b,D) =
[
1 + 2Bi

m±(a−i,b−i,ai)

]
×
[
D −Dc(a, b)− ai−Ai

2Bi+m±(a−i,b−i,ai)

] (A8)

(b) for ai = λm(a−i) it holds ∂
−
aiπi(a, b,D) = D and for ∂+aiπi(a, b,D) formula (A8)

is still valid,
(c) for ai < λm(a−i) we have ∂−aiπi(a, b,D) = D and ∂+aiπi(a, b,D) = D.

Proof. Since ai < λ(a−i, b−i, D) ≤ λc(a−i, b−i) and bi = 0, we use formula
πi(a, b,D) given by Theorem 2.2 (b) and observe ai = λc(a, b). Since qi(a, b,D)
given by (7) for bi = 0 is piecewise smooth owing to piecewise linearity of Dc(a, b) =
F (a−i, b−i, ai), also πi(a, b,D) is piecewise smooth and so directional derivatives ex-
ist. Next, we see that for all α close enough to ai one has λc(α, a−i, 0, b−i) = α,
thus ∂±aiλ

c(a, b) = 1 and we may deduce

∂±aiπi(a, b,D) = D −Dc(a, b)− ∂±aiD
c(a, b) [ai −Ai + 2Bi(D −Dc(a, b))] .

For ai ≤ λm(a−i), it holds from Remark 1 (c) that Dc(a, b) = 0 and moreover for
α < ai close enough to ai it holds D

c(α, a−i, 0, b−i) = 0 implying ∂−aiD
c(a, b) = 0.

Thus we obtained (c) and a part of (b) stating formula ∂−aiπi(a, b,D) = D at
ai = λm(a−i). Assuming ai > λm(a−i) next, we have Dc(a, b) > 0 due to
Remark 1 (c) again. Then according to (5) we may write Dc(α, a−i, 0, b−i) =
F (α, a−i, 0, b−i, α) = F (a−i, b−i, α), thus ∂±aiD

c(a, b) = ∂±aiF (a−i, b−i, ai) and we

calculate ∂−aiF (a−i, b−i, ai) =
∑

j∈N :aj<ai
1
2bj

= 1
m−(a−i,b−i,ai)

where the latter

equality is due to Lemma 2.3. By symmetrical arguments for ∂+aiF (a−i, b−i, ai),

we have shown ∂±aiD
c(a, b) = 1

m±(a−i,b−i,ai)
, and after a short calculation we may

validate (a). To �nish the proof, we observe that the previous considerations hold
even for ∂+aiπi(a, b,D) at ai = λm(a−i), see Lemma 2.3, and thus statement (b) for
∂+aiπi(a, b,D) holds.

Remark 5 For D > 0 and i ∈ N consider (a, b) ∈ R2N
+ such that λ(a−i, b−i, D) > 0

and ai = bi = 0. Then it holds ∂+aiπi(a, b,D) = D using the same arguments as in
the proof of Lemma A.6.

Remark 6 We recall that a bifunction f : R×R→ R is quasimonotone if f(x, y−
x) > 0 =⇒ f(y, x−y) ≤ 0 holds for all x, y ∈ R. Moreover, bifunction f : R×R→
R is strictly quasimonotone if it is quasimonotone and for all x, y ∈ R, x 6= y, there
exists z ∈]x, y[ such that f(z, y − x) 6= 0, see [14].
Next, if φ : R → R admits directional derivatives φ′−(x)=φ′(x;−1) and

φ′+(x)=φ′(x; +1) at any x ∈ R, then quasimonotonicity of the bifunction (x, d) →
φ′(x; d) is equivalent to condition φ′+(x) > 0 =⇒ φ′−(y) ≤ 0 satis�ed for all y > x.
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If, moreover, for all x, y ∈ R, x 6= y, there exists z ∈]x, y[ such that φ′+(z) > 0, then
φ′(x; d) is strictly quasimonotone.
Let us also recall that quasimonotonicity of −φ′(x; d) is equivalent to quasicon-

cavity of φ(x), and strict quasimonotonicity of −φ′(x; d) is equivalent to strict
quasiconcavity of φ(x).

Corollary A.7 Let (a−i, b−i) ∈ R2N−2
+ , D > 0, and for i ∈ N consider bi = 0.

Then, pro�t πi(a, b,D) is strictly quasiconcave in ai on [0, λ(a−i, b−i, D)[.

Proof. We �rst show that function φ : [0, λ(a−i, b−i, D)[→ R de�ned by φ(ai) =
πi(ai, a−i, 0, b−i, D) is quasiconcave. With regards to Remark 6 this is equivalent
to φ′+(x) < 0 =⇒ φ′−(y) ≥ 0 valid for all x, y ∈ [0, λ(a−i, b−i, D)[ such that y > x.
In terms of ∂±aiπi(α, a−i, 0, b−i, D) this condition reads ∂+aiπi(α, a−i, 0, b−i, D) <
0 =⇒ ∂−aiπi(α̃, a−i, 0, b−i, D) ≤ 0 valid for all α̃ > α. We may consider only
α ≥ λm(a−i) due to Lemma A.6 (c). We observe that, according to Lemma A.6,
the sign of ∂±aiπi(a, b,D) corresponds to the sign of the latter multiplier in (A8).
Thus, using Dc(a, b) = F (a−i, b−i, ai) due to λ(a−i, b−i, D) > ai = λc(a, b) and (5),
and denoting

G±(a−i, b−i, ai) =
ai −Ai

2Bi +m±(a−i, b−i, ai)
+ F (a−i, b−i, ai). (A9)

we observe that φ(ai) is quasiconcave if and only if for all α̃ > α we have

G+(a−i, b−i, α) > D =⇒ G−(a−i, b−i, α̃) ≥ D. (A10)

Note, that since m±(a−i, b−i, ai) are non-increasing in ai for ai ∈
]λm(a−i), λ(a−i, b−i, D)[, see (20), and function F (a−i, b−i, ai) is increasing in ai,
we observe that functions G±(a−i, b−i, ai) are strictly increasing in ai.
To verify (A10), we remark that m−(a−i, b−i, α) ≥ m+(a−i, b−i, α) for all

α ∈]λm(a−i), λ(a−i, b−i, D)[, see Lemma 2.3. Then, considering α ≤ Ai �rst,
we have G−(a−i, b−i, α) ≥ G+(a−i, b−i, α), and so G+(a−i, b−i, α) > D im-
plies G−(a−i, b−i, α) > D, and �nally also G−(a−i, b−i, α̃) > D for all α̃ > α
using monotonicity of G−(a−i, b−i, ai). For the case that α > Ai, we have
G−(a−i, b−i, α) ≤ G+(a−i, b−i, α). However, G−(a−i, b−i, ai) = G+(a−i, b−i, ai)
holds whenever m−(a−i, b−i, ai) = m+(a−i, b−i, ai), and there are only �nitely
many points ai such that m−(a−i, b−i, ai) 6= m+(a−i, b−i, ai), cf. Remark 4.
Then, having G+(a−i, b−i, α) > D and α̃ > α, there exists β ∈]α, α̃[ such that
G−(a−i, b−i, β) = G+(a−i, b−i, β), and so using monotonicity of G±(a−i, b−i, α)
again we obtain

G−(a−i, b−i, α̃) > G−(a−i, b−i, β) = G+(a−i, b−i, β) > G+(a−i, b−i, α) > D.

Thus (A10) is indeed valid and so φ(ai) is quasiconcave.
To show that φ(ai) is strictly quasiconcave, we use criteria from Remark 6 again.

For any x, y ∈ [0, λ(a−i, b−i, D)[, x 6= y, there has to exist z ∈]x, y[ such that
φ′+(z) 6= 0. Let us assume that x < y. For z < λm(a−i) we have φ

′
+(z) = D > 0 due

to Lemma A.6 (c). For z ≥ λm(a−i) we argue that with regards to monotonicity of
G+(a−i, b−i, α), there may be at maximum one α ∈ [λm(a−i), λ(a−i, b−i, D)[ such
that G+(a−i, b−i, α) = D, i.e., φ′+(α) = 0, and so we may �nd z ∈]x, y[ such that
φ′+(z) 6= 0.
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Proposition A.8 Let (a−i, b−i) ∈ R2N−2
+ , D > 0 and bi = 0 be �xed. Then,

problem

P̂i(a−i, b−i, D) sup
ai∈[0,λ(a−i,b−i,D)[

πi(ai, a−i, 0, b−i, D)

admits a solution if and only if one of the following alternatives holds:

(a) Ai < λ(a−i, b−i, D) < λc(a−i, b−i) (implying λm(a−i) < λ(a−i, b−i, D)),
(b) λm(a−i) < λ(a−i, b−i, D) = λc(a−i, b−i) and qci (a−i, b−i) > D −Dc(a−i, b−i).

Moreover, if a solution exists, it is unique. Denoting it by ãi it satis�es ãi ∈
[λm(a−i), λ

c(a−i, b−i)[ and is given by

ãi = λm(a−i) if D ≤ qmi (a−i, b−i),

ãi −Ai
2Bi +m−(a−i, b−i, ãi)

≤ D − F (a−i, b−i, ãi)

≤ ãi −Ai
2Bi +m+(a−i, b−i, ãi)

if D > qmi (a−i, b−i),
(A11)

and the respective maximal pro�t is positive, πi(ãi, a−i, 0, b−i, D) > 0. Addition-
ally, if a solution does not exist, then πi(a, b,D) is strictly increasing in ai on
[0, λ(a−i, b−i, D)[.

Proof. Let us consider the function φ : [0, λ(a−i, b−i, D)] → R de�ned for ai <
λ(a−i, b−i, D) by φ(ai) = πi(ai, a−i, 0, b−i, D) with pro�t given by Theorem 2.2 (b),

continuously extended to ai = λ(a−i, b−i, D). Then P̂i(a−i, b−i, D) is equivalent
to supai∈[0,λ(a−i,b−i,D)[ φ(ai). Now, we have φ′+(0) > 0 due to Remark 5 and we
know that φ is strictly quasiconcave due to Corollary A.7. We use [1, Proposition
4.9] and observe that there are two alternatives. Either there exists solution to

P̂i(a−i, b−i, D), which is unique due to strict quasiconcavity of φ. This is character-
ized by condition

φ′−(λ(a−i, b−i, D)) > 0. (A12)

Or, φ is strictly increasing on [0, λ(a−i, b−i, D)], and so (A12) is not valid.
Now, we reformulate condition (A12) in terms of our data. For λ(a−i, b−i, D) =

λm(a−i) there is no solution with regards to Lemma A.6 (c). For λ(a−i, b−i, D) >
λm(a−i) we use function G

− de�ned by (A9), and we equivalently rewrite (A12) as
G−(a−i, b−i, λ(a−i, b−i, D)) > D. Regarding the case λ(a−i, b−i, D) = λc(a−i, b−i)
�rst, we rewrite G−(a−i, b−i, λ

c(a−i, b−i)) > D as qci (a−i, b−i) > D −Dc(a−i, b−i),
arriving at part (b) of the statement. Analogously, for λ(a−i, b−i, D) < λc(a−i, b−i),
we have F (a−i, b−i, λ(a−i, b−i, D)) = D and so G−(a−i, b−i, λ(a−i, b−i, D)) > D
simpli�es to

λ(a−i, b−i, D)−Ai
2Bi +m−(a−i, b−i, λ(a−i, b−i, D))

> 0,

i.e., �nally to λ(a−i, b−i, D) > Ai. To �nish the proof of part (a) of the state-
ment, we observe that λ(a−i, b−i, D) < λc(a−i, b−i) actually implies λm(a−i) <
λ(a−i, b−i, D), since otherwise we may have 0 = F (a−i, b−i, λ

m(a−i)) =
F (a−i, b−i, λ(a−i, b−i, D)) = D > 0, a contradiction. Once solution of
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P̂i(a−i, b−i, D) exists, the strict quasiconcavity of πi(a, b,D) in ai, see Corollary
A.7, guarantees its uniqueness due to [1, Proposition 4.28].

Further, we denote the unique solution of P̂i(a−i, b−i, D) by ãi. To �nd it, we
may use stationary conditions φ′−(ãi) ≥ 0 ≥ φ′+(ãi). With regards to Lemma
A.6 (c), we observe that ãi ≥ λm(a−i). Now, using Lemma A.6 (b), we see that
ãi = λm(a−i) if and only if φ′+(ãi) ≤ 0 which is equivalent to D ≤ qmi (a−i, b−i)
observing qmi (a−i, b−i) = G+(a−i, b−i, λ

m(a−i)) and recalling (A9). Thus we proved
the �rst part of (A11). Next, assuming D > qmi (a−i, b−i) it has to hold ãi >
λm(a−i), and so using Lemma A.6 (a) and (A9), we rewrite φ′−(ãi) ≥ 0 ≥ φ′+(ãi)
as G−(a−i, b−i, ãi) ≤ D ≤ G+(a−i, b−i, ãi), and thus we obtain the second part of
(A11).
Finally, we show that πi(ãi, a−i, 0, b−i, D) > 0, or, equivalently

ãi −Ai
Bi

> D −Dc(ãi, a−i, 0, b−i) = D − F (a−i, b−i, ãi) (A13)

due to Theorem 2.2 (b). For the �rst variant of (A11) we have ãi = λm(a−i) =
λc(ãi, a−i, 0, b−i), thus D

c(ãi, a−i, 0, b−i) = 0 due to Remark 1 (c), and moreover
ãi−Ai
Bi

> qmi (a−i, b−i) thanks to (21). Thus, (A13) is valid since we assume D ≤
qmi (a−i, b−i). For the latter variant of (A11), we may write

ãi −Ai
Bi

>
ãi −Ai

2Bi +m+(a−i, b−i, ãi)
≥ D − F (a−i, b−i, ãi)

where the right-hand side inequality of (A11) is used, and so (A13) is satis�ed.

Next, we �nd partial directional derivatives of λ(a, b,D) with respect to the bid
variables of a quadratically bidding producer i ∈ N , i.e., we assume bi > 0.

Lemma A.9 Let D > 0, i ∈ N , and (a−i, b−i) ∈ R2N
+ be �xed, ai < λ(a−i, b−i, D)

and bi > 0. Then λ(a, b,D) is piecewise smooth as a function of ai or bi, and
directional derivatives ∂±aiλ(a, b,D) and ∂±biλ(a, b,D) exist. We have

∂±aiλ(a, b,D) =
1

2bi
m±(a, b, λ(a, b,D)), (A14)

∂±biλ(a, b,D) =
λ(a, b,D)− ai

2b2i
m±(a, b, λ(a, b,D)), (A15)

provided D ≤ Dc(a, b), and for D > Dc(a, b) it holds ∂±aiλ(a, b,D) = ∂±biλ(a, b,D) =

0. For the case of ∂−aiλ(a, b,D) we additionally assume ai > 0.

Proof. We observe that ai < λ(a−i, b−i, D) and bi > 0 implies ai < λ(a, b,D) owing
to Lemma A.2 (c), and then also λm(a) ≤ ai < λ(a, b,D). Thus m−(a, b, λ(a, b,D))
used in (A14) and (A15) is well-de�ned.
Now we show the formula for ∂+aiλ(a, b,D). For D ≤ Dc(a, b) we have

F (a, b, λ(a, b,D)) = D. Based on partial directional derivative calculus for com-
position of functions we immediately obtain

∂+aiF (a, b, λ(a, b,D)) + ∂+λ F (a, b, λ(a, b,D)) ∂+aiλ(a, b,D) = 0.

Indeed, ∂+aiF (a, b, λ) exists since F (a, b, λ) is piecewise smooth in ai, as can be seen

from formula deduced in the proof of Lemma A.1, and ∂+λ F (a, b, λ) is well-de�ned
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owing to piecewise linearity of F (a, b, λ) in λ. Next we note that λm(a) < λ(a, b,D)
implies ∂+λ F (a, b, λ(a, b,D)) > 0, and so we may write

∂+aiλ(a, b,D) = −
∂+aiF (a, b, λ(a, b,D))

∂+λ F (a, b, λ(a, b,D))
=
m+(a, b, λ(a, b,D))

2bi

thanks to 1
m+(a,b,λ̃)

= ∂+λ F (a, b, λ̃) observed in the proof of Lemma 2.3, and with

regards to equality ∂+aiF (a, b, λ(a, b,D)) = − 1
2bi

justi�ed by ai < λ(a, b,D).
For D > Dc(a, b) we have λ(a, b,D) = λc(a, b) = λc(a−i, b−i) due to

bi > 0, and also λc(α, a−i, β, b−i) = λc(a−i, b−i) for (λ(a−i, b−i, D), a−i, 0, b−i)
close enough to (ai, bi). For such (λ(a−i, b−i, D), a−i, 0, b−i) it moreover holds

Dc(α, a−i, β, b−i) = Dc(a−i, b−i) + λc(a−i,b−i)−α
2β < D, thus, by the de�nition, we

have λ(α, a−i, β, b−i, D) = λc(α, a−i, β, b−i) and so ∂+aiλ(a, b,D) = 0. We note that
the proof of other cases is analogical.
Finally, we argue that piecewise smoothness of λ(a, b,D) in ai or bi is due to

(A14) and (A15), as their right-hand sides are piecewise smooth in the respective
variables, see Lemma 2.3.

The following formulas are of high importance for the rest of the Appendix.

Lemma A.10 Assume D > 0, and for i ∈ N consider such (a, b) ∈ R2N
+ that ai <

λ(a−i, b−i, D) and bi > 0. Then, the partial directional derivatives ∂±aiπi(a, b,D)

and ∂±biπi(a, b,D) exist and are as follows:

∂±aiπi(a, b,D) =
1

4b3i

[
(λ−Ai)(µ±bi − 2b2i )−(λ− ai)(µ±Bi − 2biBi − 2b2i )

]
, (A16)

∂±biπi(a, b,D) =
λ− ai

4b4i

[
(λ−Ai)(µ±bi − 2b2i )−(λ− ai)(µ±Bi − 2biBi − b2i )

]
,(A17)

where λ=λ(a, b,D) and

µ±=

{
m±(a, b, λ(a, b,D)) if D ≤ Dc(a, b),

0 if D > Dc(a, b),

and ai > 0 for the case of ∂−aiπi(a, b,D). Moreover, for qi(a, b,D) given by Theorem
2.1 it holds

∂±biπi(a, b,D) = qi(a, b,D)
(
2∂±aiπi(a, b,D)− qi(a, b,D)

)
. (A18)

Proof. We assume ai < λ(a−i, b−i, D) and bi > 0, and so pro�t πi(a, b,D) is de-
scribed by Theorem 2.2 (a). Since qi(a, b,D) given by (7) for bi > 0 is piecewise
smooth in ai or bi owing to piecewise smoothness λ(a, b,D) stated in Lemma A.9,
also πi(a, b,D) is piecewise smooth and so directional derivatives exist. Now, substi-
tuting for ∂±aiλ(a, b) and ∂±biλ(a, b) from Lemma A.9, we calculate ∂±aiπi(a, b,D) and

∂±biπi(a, b,D) after several technical steps. Identity (A18) may be shown directly
from (A16) and (A17).

Lemma A.11 Let (a−i, b−i) ∈ R2N−2
+ , D > Dc(a−i, b−i) and i ∈ N such that Ai <

λc(a−i, b−i). Then, we take β ∈
]
0, 12

λc(a−i,b−i)
D−Dc(a−i,b−i)

]
, denote Kβ = [λc(a−i, b−i) −
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2β(D −Dc(a−i, b−i)), λ
c(a−i, b−i)] and consider the following problem

max
α∈Kβ

πi(α, a−i, β, b−i, D). (A19)

For such β this problem has a unique solution α̃(β) given by

α̃(β) = λc(a−i, b−i)− βmin

{
2[D −Dc(a−i, b−i)],

λc(a−i, b−i)−Ai
Bi + β

}
. (A20)

Proof. Existence of solution to (A19) is direct due to continuity of πi(a, b,D), see
Proposition A.3, and compactness of the considered interval. Next we observe that

Dc(α, a−i, β, b−i, D) = λc(a−i,b−i)−α
2β + Dc(a−i, b−i) ≤ D since α ≥ λc(a−i, b−i) −

2β(D − Dc(a−i, b−i)). Thus, in the statement of Lemma A.10 it holds µ+ = 0 if
D > Dc(α, a−i, β, b−i, D), and µ+ = m+(a, b, λc(α, a−i, β, b−i, D)) = 0 by de�nition
if D = Dc(α, a−i, β, b−i, D). Moreover, λ(α, a−i, β, b−i, D) = λc(α, a−i, β, b−i) =
λc(a−i, b−i) due to β > 0, and so formula (A16) simpli�es to

∂+aiπi(α, a−i, β, b−i, D) =
1

2β2
[(λc(a−i, b−i)− α)(β +Bi)− (λc(a−i, b−i)−Ai)β] .

(A21)

Now, de�ning functions α̂ : β → λc(a−i, b−i) − β λ
c(a−i,b−i)−Ai

Bi+β
and φβ : α →

πi(α, a−i, β, b−i, D), we observe that φβ(α) is strictly increasing on α < α̂(β) and
strictly decreasing on α > α̂(β) with regards to the sign of (A21). Thus, if α̂(β) ≥
λc(a−i, b−i)−2β(D−Dc(a−i, b−i)) the optimal solution of (A19) is uniquely given by
α̃(β) = α̂(β) since α̂(β) < λc(a−i, b−i) always holds and so α̂(β) ∈ Kβ . Otherwise
it reads α̃(β) = λc(a−i, b−i) − 2β(D −Dc(a−i, b−i)) due to monotonicity of φβ(α)
discussed above. Thus we shown (A20).

Proposition A.12 Let (a−i, b−i) ∈ R2N−2
+ and D > 0. Then, problem

Pi(a−i, b−i) does not admit any solution (ai, bi) on [0, λ(a−i, b−i, D)[×]0,+∞[ such
that πi(a, b,D) > 0.

Proof of Proposition A.12. First, we consider such point (ai, bi) that ai = 0. Then
we may rewrite the necessary optimality condition ∂+aiπi(a, b,D) ≤ 0 as

µ+

2

λ(0, a−i, b,D)

Aibi + λ(0, a−i, b,D)Bi
≤ µ+

2bi
− 1 (A22)

rearranging (A16) for ai = 0. For D ≥ Dc(a, b) we have µ+ = 0 and so this
inequality can not be satis�ed. Next, having D < Dc(a, b), we observe that the
left-hand side is positive, whereas the right-hand side is non-positive since µ+ =
m+(0, a−i, b, λ(0, a−i, b,D)) and so 2bi ≥ µ+ due to (20). Thus inequality (A22)
has no solution and we may further consider ai > 0.
Since our assumptions �t Theorem 2.2 (a), we know that pro�t πi(a, b,D)

is described by (16). First, we assume that either m+(a, b, λ(a, b,D)) =
m−(a, b, λ(a, b,D)) or D > Dc(a, b). Then, it holds µ+ = µ− in the statement
of Lemma A.10, and thus ∂−aiπi(a, b,D) = ∂+aiπi(a, b,D) =: ∂aiπi(a, b,D) and

∂−biπi(a, b,D) = ∂+biπi(a, b,D) =: ∂biπi(a, b,D). Now, combining this with the classi-
cal stationary condition ∂aiπi(a, b,D) = ∂biπi(a, b,D) = 0 we obtain qi(a, b,D) = 0
using (A18). Then, however, πi(a, b,D) = 0.
To �nish the proof we have to consider the variant m+(a, b, λ(a, b,D)) 6=

m−(a, b, λ(a, b,D)) and D ≤ Dc(a, b) now. Then, there has to be some j ∈ N such
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that aj = λ(a, b,D) with regards to Remark 4. As we assume ai < λ(a−i, b−i, D),
we have also ai < λ(a, b,D) owing to Lemma A.2 (c), and so ai < aj . Then

D = F (a, b, λ(a, b,D)) = F (a, b, aj) = F (a−i, b−i, aj) +
aj − ai

2bi
(A23)

by the de�nition of F (a, b, λ). Next, de�ning a linear function ω(β)=aj − 2β(D −
F (a−i, b−i, aj)) we consider set Ω = {(α, β) ∈ R2

+ : α = ω(β)} and restrict function
πi on Ω. Thus we obtain an auxiliary function φ : R→ R given by

φ(β) = πi(ω(β), a−i, β, b−i, D)
= (aj −Ai)[D − F (a−i, b−i, aj)]− (Bi + β)[D − F (a−i, b−i, aj)]

2.

If (ai, bi) satis�es the necessary optimality condition, then bi has to be a stationary

point of φ(β). However, we have φ′−(β) = [F (a−i, b−i, aj)−D]2 = (ai−aj)2
4b2i

> 0

using (A23) and ai < aj , and so there exists a sequence bki ↗ bi such that for some
k we have φ(bki ) > φ(bi), a contradiction.

Remark 7 In the proof of Proposition A.12 we observed that non-smoothness of
the marginal price λ(a, b,D) with respect to D discussed in Remark 4 is of a sim-
ple nature and can be analytically identi�ed. Indeed, for any (a−i, b−i) ∈ R2N−2

+

and D > 0 �xed, the marginal price λ(a, b,D) is non-smooth at (ai, bi) ∈
[0, λ(a−i, b−i, D)[×R+ if there exists another producer j ∈ N such that aj =
λ(a, b,D) and ai = aj − 2bi(D − F (a−i, b−i, aj)).

Then, we extend Corollary A.5 stating continuity of πi(a, b,D) with respect to
bid coe�cient ai having bi = 0 to a full domain allowing bi > 0.

Proposition A.13 Let D > 0 and (a−i, b−i) ∈ R2N−2
+ for some i ∈ N . Then

(a) limk→+∞ πi(a
k
i , a−i, b

k
i , b−i, D) = 0 provided aki ∈ [0, λ(a−i, b−i, D)] and bki →

+∞,
(b) πi(a, b,D) is continuous in (ai, bi) on the subset [0, λ(a−i, b−i, D)] × [0,+∞[

if λ(a−i, b−i, D) < λc(a−i, b−i) and on the subset [0, λc(a−i, b−i)] ×
[0,+∞[ \ {(λc(a−i, b−i), 0)} if λ(a−i, b−i, D) = λc(a−i, b−i).

Note that the formula for pro�t (14) is continuous in qi(a, b,D) and the marginal
price λ(a, b,D) is continuous everywhere, see Proposition A.3. Thus the discontinu-
ity of the pro�t at point (λc(a−i, b−i), 0), as indicated in Proposition A.13, comes
from switching between the �rst and second parts of formula (7). This discontinu-
ity, which actually corresponds to sharing with other linearly bidding producers, is
examined in detail in the following proposition. We will see that for high enough
electricity demand D, producer i ∈ N can bid in such a way that he produces his
ideal production quantity q?i (a−i, b−i) as a limit.

Proof of Proposition A.13. The �rst part of the statement stems directly from
Theorem 2.1 as we observe limk→+∞ qi(a

k
i , a−i, b

k
i , b−i, D) = 0 for aki ∈

[0, λ(a−i, b−i, D)] and bki → +∞.
To prove the part (b) of the statement, we have to deal with pro�t πi(a, b,D)

given on three di�erent domains by Theorem 2.2 (a), (b) and (c). In the case of
Theorem 2.2 (a) the pro�t restricted to [0, λ(a−i, b−i, D)]×]0,+∞[ is continuous
since qi(a, b,D) is continuous due to continuity of λ(a, b,D), see Theorem 2.1 and
Proposition A.3, respectively. Then we observe that the pro�t function restricted
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to [0, λ(a−i, b−i, D)[×{0}, cf. Theorem 2.2 (b), is also continuous. Indeed, for aki →
ai < λ(a−i, b−i, D) and bi = 0 we observe

πi(a
k
i , a−i, 0, b−i, D) = (aki −Ai)(D − F (a−i, b−i, a

k
i ))−Bi(D − F (a−i, b−i, a

k
i ))

2,

and so limaki→ai πi(a
k
i , a−i, 0, b−i, D) = πi(ai, a−i, 0, b−i, D).

Moreover, Corollary A.5 (a) give us limaki↗λ(a−i,b−i,D) πi(a
k
i , a−i, 0, b−i, D) =

πi(ai, a−i, 0, b−i, D) with respect to our assumptions. Thus, the only fact left to
prove is the following equality

lim
aki→ai,bki↘0

πi(a
k
i , a−i, b

k
i , b−i, D) = πi(ai, a−i, 0, b−i, D)

corresponding to continuous transition between pro�t functions given by Theorem
2.2 (a) and (b). We note that from our assumptions we necessarily have ai <
λc(a−i, b−i). Let us denote (ak, bk) = (aki , a−i, b

k
i , b−i). Since we have λc(ak, bk) =

λc(a−i, b−i) > ai for all k, it holds D
c(ak, bk) = λc(a−i,b−i)−aki

2bki
+ Dc(a−i, b−i) > D

for k large enough. Then, using Theorem 2.1, Remark 2 and the de�nition of

F we obtain qi(a
k, bk, D) = λ(ak,bk,D)−aki

2bki
= D − F (a−i, b−i, λ(ak, bk, D)). Now

λ(ak, bk, D)→ ai as observed near (A1), we conclude

lim
aki→ai,bki↘0

qi(a
k, bk, D) = D − F (a−i, b−i, ai). (A24)

Next, we see that ai < λc(a−i, b−i) implies λc(ai, a−i, 0, b−i) = ai, then
N c(ai, a−i, 0, b−i) = {i} and using Theorem 2.1 also qi(ai, a−i, 0, b−i, D) =
D − F (a−i, b−i, ai) = limaki→ai,bki↘0 qi(a

k, bk, D). Thus the proof of continuity of
πi(a, b,D) is �nished considering formula for pro�t (14).

Proposition A.14 Assume D > 0, i ∈ N and (a−i, b−i) ∈ R2N−2
+ such that Ai <

λ(a−i, b−i, D) = λc(a−i, b−i). Then, one of the following alternatives is satis�ed:

(a) for D ≤ Dc(a−i, b−i) + q?i (a−i, b−i) it holds

limsup
aki↗λc(a−i,b−i),bki↘0

πi(a
k
i , a−i, b

k
i , b−i, D) = lim

aki↗λc(a−i,b−i)
πi(a

k
i , a−i, 0, b−i, D),

(A25)
where the upper limit is reached by any sequence aki ↗ λc(a−i, b−i), b

k
i ↘ 0 such

that

lim
aki↗λc(a−i,b−i),bki↘0

qi(a
k
i , a−i, b

k
i , b−i, D) = D −Dc(a−i, b−i), (A26)

(b) for D > Dc(a−i, b−i) + q?i (a−i, b−i) it reads

limsup
aki↗λc(a−i,b−i),bki↘0

πi(a
k
i , a−i, b

k
i , b−i, D) > lim

aki↗λc(a−i,b−i)
πi(a

k
i , a−i, 0, b−i, D),

(A27)
where for any given b̃ki ↘ 0 this upper limit is reached by ãki ↗ λc(a−i, b−i)
satisfying

ãki =
Aib̃

k
i +Bi λ

c(a−i, b−i)

b̃ki +Bi
, (A28)
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thus yielding the following limiting pro�t

lim
ãki↗λc(a−i,b−i),b̃ki↘0

qi(ã
k
i , a−i, b̃

k
i , b−i, D) = q?i (a−i, b−i). (A29)

Proof of Proposition A.14. Let us �rst concentrate on the limit value of the produc-
tion quantity qi such that the pro�t will be maximised. Without lost of generality
we can assume that aki ↗ λc(a−i, b−i) and b

k
i ↘ 0 satis�es either

λc(a−i, b−i)− aki
2bki

≥ D −Dc(a−i, b−i)

or

λc(a−i, b−i)− aki
2bki

< D −Dc(a−i, b−i). (A30)

In the �rst case Dc(a, b) ≥ D since λc(a−i, b−i) = λc(a, b), and then following the
same approach as in the proof of Proposition A.13 we arrive at (A24). Now, since
F (a−i, b−i, λ

c(a−i, b−i)) = Dc(a−i, b−i) we may write

lim
aki↗λc(a−i,b−i),bki↘0

qi(a
k
i , a−i, b

k
i , b−i, D) = D −Dc(a−i, b−i). (A31)

In the second case we note that Dc(a, b) < D by similar arguments as above.
Now, since we search for an upper limit of πi(a

k, bk, D), we may �nd sequence
ãki ↗ λc(a−i, b−i) in such a way that πi(ã

k
i , a−i, b

k
i , b−i, D) is maximised for each bki

and constraint (A30) is satis�ed. For k large enough we may use Lemma A.11 due

to Ai < λc(a−i, b−i) and bki <
1
2

λc(a−i,b−i)
D−Dc(a−i,b−i)

, thus obtaining ãki = α̃(bki ) as given

by (A20). We may observe that ãki ↗ λc(a−i, b−i), and so by using Theorem 2.1 we
have

lim
aki↗λc(a−i,b−i),bki↘0

qi(a
k
i , a−i, b

k
i , b−i, D) = q?i (a−i, b−i) (A32)

if D −Dc(a−i, b−i) ≥ q?i (a−i, b−i) and

lim
aki↗λc(a−i,b−i),bki↘0

qi(a
k
i , a−i, b

k
i , b−i, D) = D −Dc(a−i, b−i) (A33)

if D−Dc(a−i, b−i) ≤ q?i (a−i, b−i), with conditions derived from (A20) substituting
q?i (a−i, b−i) in limit β ↘ 0.
Now, we observe that the limit of the produced quantities associated to sequences

aki ↗ λc(a−i, b−i) and bki ↘ 0 is either D −Dc(a−i, b−i) or q?i (a−i, b−i), see (A31)
and (A32)-(A33). Then, we directly obtain (A26) and (A29) recalling Lemma 2.5,
since the pro�t yielded by q?i (a−i, b−i) is higher or equal to the pro�t obtained for
D − Dc(a−i, b−i). Next, by adapting (A20) from Lemma A.11 we verify formula
(A28).
To �nish the proof, we use (A6) and observe Dc(λ(a−i, b−i, D), a−i, 0, b−i) =

Dc(a−i, b−i) due to Corollary A.5 and the assumption λ(a−i, b−i, D) = λc(a−i, b−i).
Then limaki↗λc(a−i,b−i) qi(a

k
i , a−i, 0, b−i, D) = D − Dc(a−i, b−i) and so (A25) and

(A27) are valid due to Lemma 2.5 again.
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We are now in position to further discuss the properties of quadratic limit bids.

Proof of Proposition 3.2. Considering various candidates ai, bi ≥ 0 for the best
response of producer i ∈ N in Pi(a−i, b−i, D), we �rst observe that bid given by
ai ≥ 0 and bi > 0 may be dismissed. Indeed, for ai < λ(a−i, b−i, D) we may
refer to Proposition A.12 stating that no solution of Pi(a−i, b−i, D) with bi > 0
yields a positive pro�t π̃i > 0. Next, for ai > λ(a−i, b−i, D) we immediately obtain
πi(a, b,D) = 0 due to Theorem 2.2 (d). Now, for ai=λ(a−i, b−i, D) we �rst use
Lemma A.2 (c) to infer ai ≥ λ(a, b,D), then we have qi(a, b,D) = 0 due to Theorem
2.1 and so πi(a, b,D) = 0. Finally, the fact that there is no limiting quadratic best
response follows from continuity of the pro�t function πi(a, b,D) for any ai ≥ 0 and
bi > 0, see Proposition A.13 (b).
To clarify the role of sequences of quadratic bids in problem Pi(a−i, b−i, D), we

�rst denote π̂i = supai≥0 πi(ai, a−i, 0, b−i, D). Now, we consider D ≤ Dc(a−i, b−i)+
q?i (a−i, b−i), and assume, for a contradiction, that

π̂i = sup
ai≥0

πi(ai, a−i, 0, b−i, D) < sup
ai,bi≥0

πi(ai, a−i, bi, b−i, D) = π̃i. (A34)

Let (aki , b
k
i ) be a sequence such that limk→+∞ πi(a

k
i , a−i, b

k
i , b−i, D) = π̃i. This se-

quence of bids is bounded by using Proposition A.13 (a), and thus one can extract
a subsequence, also denoted by (aki , b

k
i ), converging to (āi, b̄i). Further we observe

b̄i = 0 as argued in the previous paragraph. Next, for āi < λc(a−i, b−i) pro�t is
continuous as stated in Proposition A.13 (b), thus

π̂i ≥ lim
k→+∞

πi(a
k
i , a−i, 0, b−i, D) = lim

k→+∞
πi(a

k
i , a−i, b

k
i , b−i, D) = π̃i,

a contradiction with (A34). Now, for āi = λc(a−i, b−i) we may use Proposition A.14
(a) as we assume Ai < λ(a−i, b−i, D). Then it holds

π̂i ≥ limk→+∞ πi(a
k
i , a−i, 0, b−i, D) = limsupaki↗λc(a−i,b−i),bki↘0 πi(a

k
i , a−i, b

k
i , b−i, D)

≥ limk→+∞ πi(a
k
i , a−i, b

k
i , b−i, D) = π̃i,

a contradiction with (A34) again. Thus we shown statement (a).
Next we deal with D such that D > Dc(a−i, b−i) + q?i (a−i, b−i). Using π̂i de�ned

as above, let us assume for a contradiction that

π̃i > max

{
π̂i, lim

k→+∞
πi(ã

k
i , a−i, b̃

k
i , b−i, D)

}
, (A35)

where (ãki , b̃
k
i )→ (λc(a−i, b−i), 0) is given in the statement. By the same arguments

as before we consider (aki , b
k
i )→ (āi, 0) yielding the optimal pro�t π̃i, and we obtain

a contradiction for any āi < λc(a−i, b−i) again. Then, using Proposition A.14 (b)
we deal with āi = λc(a−i, b−i), obtaining

limk→+∞ πi(ã
k
i , a−i, b̃

k
i , b−i, D) = limsupaki↗λc(a−i,b−i),bki↘0 πi(a

k
i , a−i, b

k
i , b−i, D)

≥ limk→+∞ πi(ā
k
i , a−i, b̄

k
i , b−i, D) = π̃i,

a contradiction with (A35). The proof of statement (b) is done.
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