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Abstract There is no doubt that usual optimization criteria examined in the literature on
optimization of Markov reward processes, e.g. total discounted or mean reward, may be quite
insufficient to characterize the problem from the point of the decision maker. To this end it
is necessary to select more sophisticated criteria that reflect also the variability-risk features
of the problem (cf. Cavazos-Cadena and Fernandez-Gaucherand (1999), Cavazos-Cadena and
Hernandez-Hernandez (2005), Howard and Matheson (1972), Jaquette (1976), Kawai (1987),
Mandl (1971), Sladky (2005),(2008),(2013), van Dijk and Sladky (2006), White (1988)). In the
present paper we consider unichain Markov reward processes with finite state spaces and assume
that the generated reward is evaluated by an exponential utility function. Using the Taylor
expansion we present explicit formulae for calculating variance and higher central moments of
the total reward generated by the Markov reward chain along with its asymptotic behavior and
the growth rates if the considered time horizon tends to infinity.
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1 Formulation and Notation

In this note, we consider at discrete time points Markov reward process X = {X,,,n =0,1,...}
with finite state space Z = {1,2,..., N}, matrix of transition probabilities P = [p;;] and tran-
sition reward matrix R = [rj;], i.e. reward r;; is accrued to a transition from state i to state
j. The symbol E; denotes the expectation if Xy = i; P(X,, = j) is the probability that X is in
state j at time m. Moreover, I denotes an identity matrix and e is reserved for a unit column
vector.

Recall that P* := 7}1_)11010 1 S P—s P* (with elements p;;) exists, and if P is aperiodic then even

P* = lim P* and the convergence is geometrical. Moreover, if P is unichain, i.e. P contains
k—o00

a single class of recurrent states, then p’ikj = p}k-, i.e. limiting distribution is independent of the
starting state (see e.g. Puterman (1994), Ross (1983)).

In what follows, the reward generated by the Markov chain X is evaluated by an exponential
utility function, say u”(-), i.e. utility function with constant risk sensitivity v € R, where

| slen(y) exp(v§) if y#0
w8 = { & for v = 0. )

Obviously, u7(+) is strictly increasing and convex, if v > 0, for v = 0 (the risk neutral case)
uY(§) = £ is linear, if v < 0 then u?(-) is concave (see e.g. Howard and Matheson (1972),
Jaquette (1976), Sladky (2008),(2013)).
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Observe that UM (£) := E exp(7€) is also the moment generating function of ¢ provided
the expectation is finite for |y| < h, and some h > 0. As it is well-known (see e.g. Gut(2004),
Th. 8.3) then

dTL

Eexplye]f <ooforallk=1,2,... E¢"=_=
v

U (€)=, (n=1,2,...) (2)

and the Taylor expansion around ~ = 0 reads

— (7&)*
UW@):1+E22 o

x k
Y
=1+ E~E&fmyw<h. (3)
k=1

Considering Markov reward chains, let
n—1

¢ = Z TX,, X, be the (random) total reward received in the n next transitions
k=0 of the considered Markov chain X.

Supposing that Xy = i, on taking expectation we have for the first and second moment of &)

n—1 n—1
Vi(n) == E; (g(n)) =E ZTXk:Xk+1’ Si(n) :=E; (g(n))Q =E; (Z TXk:Xk+1)2 (4)
k=0 k=0
hence the corresponding variance (i.e. the second central moment)
oi(n) = E; [€™) = Vi(n)* = Si(n) — [Vi(n)]*. (5)
Similarly, if the chain starts in state ¢ for the expected utility we have
Ui(y,n) = Ei fexp(v6™)] = Erexply (rix, + €4, (6)

where fg(n;’n) (for m < n) is the reward obtained in the interval [m,n] starting with state X,,.
In what follows let, U(v,n) be the (column) vector of expected utilities with elements
Ui(y,n). Conditioning in (6) on X1, from (6) we immediately get the recurrence formula

U(y,n+1) = Zpij e Uj(y,n) = Z%j -Uj(y,n) where Uj(v,0) =1 (7)
JET JET
Ul,n+1) = Q-U(y,n) withU(y,0) = e, where Q =[g;;]=P®R (8)
the symbol ® is used for the Hadamard product of matrices, i.e. ¢;; := p;j - €%
The paper is organized as follows. Section 2 contains basic formulae for calculating higher
and higher central moments. Explicit formulae for higher central moments can be found in

section 3, growth rates of central moments are discussed in section 4. Conclusions are made in
the last section.

2 Exponential Utility and Higher Moments

Recall that by (7) Ui(vy,n) = E; [exp(7£(™)] is also the moment generating function of &™),
Hence (cf. (2)) for some h > 0 and any |y| < h
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%Ei [exp(v€™)] = E; €M [exp(7£™)], hence for k=0,1,2..., n=0,1,2...

k

dkE [exp(76™)]|,=o is the kth moment of ™ 9)

Mz‘(k) (n) := E (g(n))k =

and (cf. (3)) the Taylor expansion around v = 0 reads

—1+Z M(k (n) for |y| < h. (10)

This along with the identities (6), (7) will be extremely useful for finding explicit formulas of
moments of €. In particular, since for |y| < h

QM =1 4 l ik

from (7),(10) we immediately get

7 7 I 7"
k=1

jeT k=1 k=1

8

Similarly on introducing the moment generating function for the central moments of £(™ by
Ui(7y,n) := E; [exp(y(€™ —E;6™)] forall ieZ (12)

for the kth central moment of £ we have

k

L fexp(1(6™ — E: )]} (13)

M () o= B € — Eie™]" =

7

and the Taylor expansion around v = 0 for |y| < h reads

x©  _k
v Tk
n):1+ZE-M§ )(n). (14)
k=1

For what follows, let for real g, w;’s (i € Z)

©ij(w,g) :=rij — g+ w; —w; where c¢= max |w;.

Then rx, x,,, = ¢x,.X.1 (W, 9) + g + wiy1 — wy and from the first part of (7) we arrive at we

arrive at
n—1

k=0

It is well-known that for unichain transition matrix P w;’s and ¢ can be selected such that if
Zpijgpij(w,g) =0 forall i €Z then Vj(n) =ng+ w; +E,wx, =0
€L

Similarly, from (7) we conclude that

n—1 n—1
Y Z "Xk X1 2P @Xkyxkle(w’y’g)*w;{(n]

Ui(v,n) = Eje *=0 = oMo+l Eje #=0 . (16)
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Observe that the first term on the RHS of (15) is non-random and hence

n—1 n—1
Y Bxp x4, (WYg)—d] < Ui(y,n) Y2 Bxp Xy (W7 o9)+d]

Eie k=0 ~ 7efy[ng—|—w;q S Eie k=0 (17)
If w’s and g are selected such that for any i € 7
Sy <1 e St e "
jeT jE€T
then for Xo =/, k=0,1,... Ef{exp[v@x,,x, 1 (W7, 9)]|Xx = m} = 1.
Since for v; := €™, p := e9 the RHS of the second equality of (18) can be also written as

> jer 4ijVj = pvi, the (column) vector v (with elements v;’s) is the Perron eigenvector of a
nonnegative matrix @ with elements ¢;; = p;; €’ and p is the spectral radius of Q. It is well
known that if @) is irreducible then the Perron eigenvector v can be selected strictly positive.
Observe that @ is irreducible if the matrix P is irreducible. Moreover, v can be selected strictly
positive if the matrix P is only unichain and the risk sensitive coefficient v is sufficiently close
to null (cf. Gantmakher (1959)).

Since for suitably selected g,w;’s Eewxnfl’xn(w’g)JrﬂXn,l = 4] = €7¢ holds, then for the
RHS of (18) we can conclude that

n—1 n—2
’Y[Z @Xkka+1(w7g)_c] ’Y[Z @Xk,Xk+1(w’yvg)_C]
Ei e k=0 = Ei e k=0

and on iterating the above displayed formula we can conclude that

n—1
Ei ev[kZ::O @X]ngkle(wryvg)_w ] _ E,L e,y[_w/]‘

Inserting into (18) we arrive at the following bounds on U;(,n)
e'y[nngw;Y}fc < Ui(’y,n) < e'y[ng+wz]+c (19)
For the central moments similarly to (12), (13) we can conclude from (18), (19) that

Uz’(% n) = Ei eV[E(n)—(ng—wi—&-wxn)] _ Zpije’y(rij_g—*—wi_wj)ﬁj (% - 1) (20)
1A
where IS
U](’y’ n— ]-) = E]’e’\/[g(lyn)_(n_1)9+wj—wxn]'
In analogy to (11) we get

© k
T ) _ A 7 _ l
1+;]€!Mi (n+1) —pr o (135 — (9 + w; —w;)] kZ: o . (21)

je€T =1

3 Higher central moments: Explicit Formulas

Similarly as in the previous section our analysis based on (12),(13),(14) and (19) enables to
generate recursively all central moments of €. Recall that

o0 k
~ ST ~ Y* ~k
U(yon+1) =Y piyer o recwillgy(y n), Ujly,n) =14 EM( :
jez k=1

o [rij—(g+ws—w;)] _ 1+ % ij — g + w; — wj)]k
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By comparing in (20) the terms v* (k= 1,2,...) we obtain the following recursive formulas

for the central moments (obviously, the first central moment ]\z(l)(n) = 0 for all n).
In particular,

Fork=1: M (n+1) =" p; M"(n) = M (n) =0. (22)
JjET
For k=2: i n+1 Zp” (rij +wj) — (g + w;)] —|—pr . (23)
JET JET
For k =3: i n+1 pr (rij +w;) — (g +w;))?
JET
+3 ) i [(rij +wj) = (g + wi)] )+ > pig My (n). (24)
JET =
For k=4 : M* = pij [(rij +w;) — (g + wi))*
JET
(2
+6 D pig [(rig + wy) = (g + wi)]? M§ '(n)
JET
+4) iy [(rij + wy) — (9 +wi)] ) + szg, (25)
JET JET
In general:

M (n+1) =3 pij {l(rig +w)) — (g9 +w)]*}

JET

s—1
+Zpij{2(,‘j)[(n-j+wj>—<g+wi>1 M }+pr (n)  (26)
jez k=1 JET

that can be also written as

M (n+1) = i < li > > pij {[(w +wy) — (g + w)]* ]‘A/fa(s_k)(”)} (27)

k=0 jeT

4 Growth rates of the central moments

To begin with, let us recall the result for the growth rate of the variance of the total reward.
In virtue of (23) we immediately conclude that the variance (i.e. the central second moment)

of the total reward grows linearly over time and the growth rate g(® of ]\Z@) (n) in (24) can be
found as a solution of

M® (n) = ng(2) + w@) where (28)

9@+ w® =P+ 3 piwl®, 5B =3 pyllr + wi) — (g + w2 (29)
JET JET
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To establish the growth rate of ]\Z(?’) (n), it suffices to insert into (24) from (23). Since
> jer Pij [(rij + w;) — (9 + wi)] g® =0 we can conclude that

S pij [(rig +1w5) — (g +wi)] (ng® +wl?) =37 pig [(rij +wj) — (g +wi)] wl.
JjET jET

On inserting into (23) we have

MP (1) = 3 pirig +wy) = (g+w)PP +3 > pig [(rig + wy) — (g + wi)] w”
JET JET
> pig M (). (30)
JET

Hence using the same arguments as for the second central moment we can conclude that

]\N4i(3) (n) = ng® + wl(?’) where ¢ 4 wf’) = 353) + sz'jwf)) (31)
JET
3 2
sV =" py {[(nj +w5) = (g +w)]* +3[(ryj + wy) — (g +w)] w) )} ' (82)
JET

Conclusion: The growth of the second and the third central moments of the total reward is
linear over time.

Unfortunately, this approach cannot be directly applied for finding formulas for the higher
central moments of exponential utility functions as the following analysis can show. In particular,
to establish the growth rate of ]\7}4) (n), we insert into (25) from (24) and (23). After some
algebra, since ;7 pij [(rij +w;) — (g + wi)] g =0, we arrive at

M (n+1) =3 pig [(ri +wy) = (g +w)l* + 6 3 pij [(rij +1w05) — (g + w)]? (ng® +w?)
JET JET
+4 3 pig [y +wy) = (g + wilwi® + 3" piy MV (n). (33)
JjET JET

Observe that the above equations (33) for the fourth central moments ]\Afi(zl)(n) have the same
structure as recursive equations (23),(24) for second a third central moments MZ@) (n), Mi(g) (n).
Unfortunately, the second term on the RHS of (33) contains also n, hence analogy with formulas

for calculating average reward of a (unichain) Markov decision process cannot be used.

5 Conclusions

In the paper explicit formulae for calculating variance and higher central moments of the total
reward generated by the Markov reward chain were obtained along with their growth rates if
the considered time horizon tends to the infinity. In particular, it is shown that not only the
variance (i.e. the second central moment) but also the skewness (i.e. the third central moment)
grow linearly over time. Unfortunately, the linear growth rate does not hold for higher central
moments.
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