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Abstract

In this paper, we map the growth cycle synchronization across the European Union,
specifically focusing on the position of the Visegrad Four countries. We study the
synchronization using frequency and time—frequency domain. To accommodate for
dynamic relationships among the countries, we propose a wavelet cohesion measure
with time-varying weights. Analyzing quarterly data from 1995 to 2017, we show
an increasing co-movement of the Visegrad Four countries with the European Union
after the countries have accessed the European Union. We show that participation
in a currency union increases the co-movement of the country adopting the Euro.
Furthermore, we find a high degree of synchronization at business cycle frequencies
of the Visegrad Four and countries of the European monetary union.
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1 Introduction

It has been more than two decades since the breakup of the Eastern Bloc;' following
its disintegration, those countries began their independent economic and political jour-
neys. While undertaking their economic transformations during this time, the Czech
Republic, Hungary, Poland, and Slovakia began discussing mutual cooperation—
Visegrad Four (V4), established in 1991. Despite their initially different levels of
economic maturity and development, historical and regional proximity connected them
to achieve several goals to return from the East back to Europe. We take a closer look
at their aim for faster convergence and integration into the European Union.?

In 2004, the Visegrad Four countries became members of the EU, which obliges
them to adopt the Euro currency as part of the integration process. One of the concerns
of successful integration into the European Economic and Monetary Union (EMU) is
business cycle synchronization, which is motivated by the theory of Optimum Cur-
rency Area (OCA) (Mundell 1961). The common currency can be beneficial for both
new and former countries in terms of trade transaction costs. A country joining the
OCA needs to be well integrated at the level of macroeconomic variables to balance
the costs and benefits of future unified monetary policies (De Haan et al. 2008). If
the country is not integrated enough at the European level, then the policies of the
European Central Bank that apply to all member states may be counter-cyclical for
countries with low business cycle synchronization (Kolasa 2013). On the one hand,
these policies may create difficulties for those countries. On the other hand, coun-
tries with low levels of synchronization may benefit from being members of the OCA
ex-post, because the business cycle synchronization may appear as an endogenous
criterion. This endogeneity of OCA means that forming a monetary union may make
its members more synchronized (Frankel and Rose 1998).3

Assessing the degree of synchronization comes in hand with one of the most chal-
lenging tasks in economics—to identify, understand, and disentangle the factors and
mechanisms that impact the dynamics of macroeconomic variables. Many quantita-
tive econometric techniques have been developed to study the regular fluctuations of
macroeconomic indicators and business cycles, e.g., Baxter and King (1999), Hodrick
and Prescott (1981), Harding and Pagan (2002). Our work investigates the decom-
position of business cycle into growth cycles over different time horizons. In order
to disentangle the desired information, we apply wavelet methodology working in a
time—frequency space. The analysis considers the case of the V4, both regarding the
internal relationships among its constituent countries and regarding the relationships
established within the framework of the European Union (EU).

We find different levels of co-movement between V4 countries and the EU dur-
ing the 1995-2017 period. The V4 countries show strong co-movement concerning

! The Eastern Bloc was generally formed of the countries of the Warsaw Pact (as Central and Eastern
European countries) and the Soviet Union.

2 The Visegrad Four countries also joined the North Atlantic Treaty Organization in 1999 and applied for
membership in the European Union in 1995-1996.

3 The literature focusing on the evolution and determinants of business cycle synchronization between

Central and Eastern European (CEE) countries and the EU is extensive, see, e.g., Darvas and Szapary
(2008), Artis et al. (2004), Backus et al. (1992).
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cycles longer than 3 years. The pairwise synchronization of V4 countries with the EU
appears to be significant even at longer cycles from 2004 onward. Studying common
economic cycles shows that the V4 countries are well-synchronized for growth cycle
with a periodicity of 2—8 years. Similarly, we observe higher synchronization for seven
European core countries for business cycles of 3-8 years, and the relationship becomes
even stronger after 2004. On the contrary, all countries together show no considerable
relationship for cycles shorter than 1 year, which may reflect some short-term policy
heterogeneity.

The contribution of this paper is twofold. We contribute to the literature with an
empirical analysis of 23 years period studying the Visegrad Four within the framework
of the European Union. Secondly, we propose the novel measure of cohesion with
time-varying weights which better explains the relationship among countries.

The remainder of the paper is structured as follows. The following section reviews
the relevant literature. Section 3 describes the methodology and introduces the cohe-
sion measure with time-varying weights. Section 4 provides the data description. In
Sect. 5, we provide the results. Finally, Sect. 6 concludes.

2 Literature review

Regarding the EU integration—and particularly the economic integration of the Cen-
tral and Eastern European (CEE) countries—the literature has grown rapidly. Fidrmuc
and Korhonen (2006) conduct a meta-analysis of 35 studies involving the synchro-
nization of the EU and CEE countries and find a significant synchronization between
new member states and the EU. However, only Hungary and Poland among the V4
countries reached a high level of synchronization. Artis et al. (2004) and Darvas and
Szapary (2008) obtained similar results studying correlations between the business
cycles of the EU and Hungary and Poland. Results of Jagri¢ (2002) also imply that
the economic co-movement of Hungary and Poland is high. Analogously, Bruzda
(2011) shows that Poland’s economic synchronization with the EU rises when intra-
EU synchronization is stable. Recently, Aguiar-Conraria and Soares (2011a) study
the business cycle synchronizations, using the industrial production index of Euro-12
countries,* taking into account the distances between regions. They show that coun-
tries that are closer to one another show higher synchronization. Moreover, Hungary
and the Czech Republic exhibit a high level of business cycles co-movement with the
EU after 2005. However, Slovakia, a member of the Euro area, has only minimal syn-
chronization with the EU. Jiménez-Rodriguez et al. (2013) also find high correlations
of CEE countries (except for the Czech Republic) with the EU business cycle, they
show that together these countries exhibit a lower level of concordance when a factor
model is employed. Crespo-Cuaresma and Fernandez-Amador (2013) look at second
moments of business cycles in the EU and they report a significant convergence since
the 1990s. They show there is no decrease in the optimality of the currency area after
the EU enlargements. Further, Bekiros et al. (2015) study business cycle of indus-

4 These group consists of Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg,
Netherlands, Portugal, and Spain. We analyze this group and the V4 countries.
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trial production indexes at two sample periods: first only up to the crises (2007M12)
and second including the crises. They use Germany as a proxy to the EU and show
increased coherence during the crisis.

One of the most popular tools to assess the degree of synchronization is the Pearson
correlation coefficient, which solely measures the degree of co-movement in a time
domain. However, market-based economies are structured over different time horizons.
For this reason, the interest in frequency domain techniques has grown. Christiano and
Fitzgerald (2003) proposed a model based on a bandpass filter. Further, Croux et al.
(2001) introduced a measure of co-movement, the dynamic correlation, based on a
spectral analysis. This measure estimates correlation on a filtered time series. Nev-
ertheless, both the time (static) Pearson correlation and the spectral domain dynamic
correlation have several caveats. The first method loses time information, and the lat-
ter omits the co-movement dependence in time. Wavelet analysis overcomes these
limitations since it combines both time and frequency domain. It also relaxes the
assumption of covariance-stationarity; hence the analyzed time series can be locally
stationary (Nason et al. 2000; Raihan et al. 2005).°

The literature acquaints with many studies that use wavelets. To name few com-
pelling in economics, we refer to Crowley et al. (2006) who studied growth cycles of
euro area core, Aguiar-Conraria et al. (2008) who analyzed the evolution of monetary
policy in the US, Vacha and Barunik (2012) studying energy markets relationships, and
Yogo (2008) who apply wavelet analysis to determine peaks and valleys of business
cycles that correspond to the definition of the National Bureau of Economic Research.
Further, Crowley and Hallett (2015) have used wavelet techniques to disentangle the
relationship of the real gross domestic product (GDP) growth at different frequencies.
Recently, Aguiar-Conraria et al. (2018) analyzed the cyclical behavior of the Taylor
rule using the wavelet framework.

3 Methodology

To capture the co-movement of the growth cycles, we use wavelet measures. The
wavelet transform has been developed to find a better balance between time and
frequency dimensions and it also overcomes problems of stationarity.® The wavelet
functions (filters) used for the decomposition are narrow or wide when we analyze high
or low frequencies, respectively (Daubechies 1992). Thus, wavelet analysis is suitable
for different types of stochastic processes using optimal time—frequency resolution
(Crowley 2007; Cazelles et al. 2008).7

In the first part of our empirical study, we use the wavelet coherence (Torrence and
Compo 1998; Grinsted et al. 2004) to quantify the pairwise co-movement of countries.

5 Characteristics of locally stationary time series are close to the stationary ones at each point of time or
shorter periods.

6 This also overcomes the problem of short-time Fourier transform, or windowed Fourier transform (Gabor
1946).

7 Itis possible to use methods of evolutionary spectra of non-stationary time series developed by Priestley
(1965). However, to study time-varying dynamics we need to give up some frequency resolution, which is
not the case when using wavelet techniques.

@ Springer



Growth cycle synchronization of the Visegrad Four...

For more details about the wavelet coherence see “Appendix A.1” in ESM. The rest
of the study is focused on relationships among multiple countries. We begin with the
frequency domain cohesion of Croux et al. (2001). Further, extending the work of Rua
(2010) and Rua and Silva Lopes (2012) we propose wavelet cohesion estimator with
time-varying weights.

3.1 Measurement of common cycles

Many time or frequency domain co-movement measures rely on the bivariate corre-
lation. Based on the bivariate correlation, Croux et al. (2001) proposed a powerful
tool for studying the relationship of multiple time series over the frequencies, coined
cohesion. For the multiple time series x; = (xq; - - - X»r), n > 2, the cohesion in the
frequency domain is defined as:

21#1 wiwjpxixj' ()\-)
Zi;ﬁj Wi W j

coh(h) = , coh(r) e [—1, 1], 1

where A is the frequency, —7 < A < &, w; denotes a weight associated with time
series Xx;;.

Following Croux et al. (2001), Rua and Silva Lopes (2012) extend the frequency
measure to the time—frequency domain. Using wavelets they analogically define the
wavelet cohesion as:

[ i &) p i '(Tv S)
coh(z, s) = iz Vi i . coh(t,s) € [~1, 1], )
Zi;éj ij

where py;x;(7,5) is a real wavelet-based measure of co-movement (Rua 2010),
interpretable as a contemporaneous correlation coefficient around each point in the
time—frequency plane, defined as:

S}{(VV)(I')(J' (‘C’ S))
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where R(Wy,x, (7, 5)) is the real part of the wavelet cross-spectrum, known as co-
spectrum, of two time series. The co-spectrum is normalized by the squared roots
of two wavelet power spectra. The measure captures both positive and negative co-
movements of time series, which is inherited by the cohesion measure.® The wavelet
cohesion, as shown in Eq. 2, is a weighted average of pairwise co-movement, where
the weights, @; ;, are attached to the pair of series, (i, j),i.e., a share of each pair among
all time series. As a measure of co-movement of multiple time series, the cohesion
uncovers their common cyclical behavior.

The wavelet cohesion (Eq. 2) employs fixed weights that represent constant shares
of each pair. However, we see that weights (e.g., GDP, population size) often change

8 In “Appendix” in ESM, we demonstrate the wavelet-based measure (Eq. 3) in two particular cases, as
shown in Fig. A.2.
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over time. This would reflect, for instance, that the developing or emerging countries
have different speed of development. In our case, emerging countries show higher
growth as they converge to the developed countries; hence, the weight of each pair
significantly changes over time.

To reveal the dynamics and development of economies, we propose a new approach
to map a multivariate relationship using the time-varying weights in the wavelet cohe-
sion measure:

Z[#] a)ij (T)px,-x_,- (ta S)

TV _
Sepm 0 o Ewelbil @

cohTV(t, s) =

where w;; (7) is the weight attached to the pair of time series (i, j) at given time 7. The
wavelet cohesion with time-varying weights allows using different types of weights.
For example, using GDP as a weight representing the size of an economy, a country
with smaller or larger GDP can have smaller or larger effects on the co-movement
than other countries. Additionally, as for the wavelet coherence, we test the statistical
significance of wavelet cohesion estimates using Monte Carlo simulation methods (Ge
2008; Aguiar-Conraria and Soares 2014).9

Additionally, we support our wavelet cohesion using frequency domain cohesion
of Croux et al. (2001), which we use for two time-invariant periods and it ideally
complements the wavelet results. '

4 Data

To study the synchronization, we use the GDP from the database of OECD (2018).!!
We consider the GDP data as a measure of aggregated economic activity. We use
both percentage changes from the previous period and the nominal value in EUR. We
employ the nominal GDP in cohesion estimation as time-varying weights to measure
the power of economies and their impact on the cycles. The dataset includes quarterly
data, covering the period from 1995Q1 to 2017Q4.

The Visegrad region consists of the Czech Republic, Hungary, Poland and Slovakia,
where only Slovakia is an EMU member. To study the co-movement of the Visegrad
countries with the EU, we use the GDP data of EU-28.12 Furthermore, we measure
the common cycles of the V4 countries with the EU core group: Austria, Belgium,
Germany, Finland, France, Luxembourg, and the Netherlands. In the literature, there
is evidence of business cycles synchronization of EMU-12 during the 1990s, e.g.,

9 Another possibility for testing the significance is area-wise test approach of Maraun et al. (2007).

10 Ty obtain the confidence intervals of frequency cohesion, we follow the procedures of Franke and
Hardle (1992) and Berkowitz and Diebold (1998), where instead of bootstrapping the cohesion measure we
bootstrap each (cross-)spectrum. Schiiler et al. (2017) used this approach in their power cohesion measure
while studying financial cycles for G-7 countries.

T Data were obtained via OECD Database, May, 2018.

12 The V4 countries are included in the EU-28; however, the contribution is minimal to change the EU
GDP growth. For robustness check, we analyzed the co-movement of the V4 and the EA-19 GDPs, and
these results are almost identical to those we report.
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Crespo-Cuaresma and Fernandez- Amador (2013). However, several countries form the
EU core; it is always France and Germany, and additional countries on which studies
are not consistent when specifying the EU core and periphery. We separate Greece,
Ireland, Italy, Portugal, and Spain as five peripheral countries (Aguiar-Conraria and
Soares 2011b; Ferreira-Lopes and Pina 2011; Grigoras and Stanciu 2016). The EU
core group is supposed to be the target for the V4 countries both economically and
politically.

5 Results
5.1 Synchronization of the Visegrad Four countries

We begin our analysis of growth cycle synchronization within the group of V4 coun-
tries. The extent of synchronization and co-movement of gross domestic products is
measured by the wavelet coherence. The wavelet coherence, depicted in Fig. 1, shows
regions of co-movement localized in time—frequency; on x and y-axes we have time
and corresponding cyclical component, respectively. The yellow color represents the
strongest coherence, while the blue color indicates no coherence.

The beginning of the transition period in the 1990s presents weak synchroniza-
tion at all cycles. This reflects the situation of the V4 countries which started their
transition to market-based economies after the breakup of the Eastern Bloc. The low
co-movement, except several regions around 1999 and 2000, may be caused by Slo-
vakia’s cold-shouldered participation in the political discussions during 1993-1997,
which translated into the economic performance with a delay. Another possible rea-
son is that even after a few years of formal and intensive cooperation the monetary
and fiscal policies started to diverge. Many countries went through a financial crisis
in the years around 1997. For instance, in the late 1990s, the Czech Republic had
been through difficult years of stabilization (Antal et al. 2008). This divergence in
economic environments might cause significant asynchrony in growth cycle behavior
over both shorter and longer cycle periods. Related to policies of sovereign states,
the low synchronization may also come from the low level of convergence of other
macroeconomic variables (Kutan and Yigit 2004).

Nevertheless, this characteristic feature of a weak relationship for all pairs within
the V4 countries lasts until 2004, with the exception of several regions of short peri-
ods of strong coherence.'> We observe a high degree of synchronization of 1-5-year
cycles beginning around 2004 for Hungary with Slovakia, the Czech Republic with
both Hungary and Slovakia. These are the strongest coherences among the V4 coun-
tries. Furthermore, all V4 countries pairs co-move at cyclical component around
3-5 years beginning approximately in 2009. Interestingly, the overall relationship
between Poland’s and other V4 countries is notably weak, see the right column of
Fig 1. Additionally, the coherence of the growth cycles up to 1 year is low during most
of the sample period.

13 Short periods of co-movement appear around and prior to 2000 at 1-2-year, and 2-year cycles, respec-
tively, between Hungary and Slovakia, and Poland with the Czech Republic and Slovakia.

@ Springer



L. Hanus, L. Vacha

2010

1 ] e
2000 2005 010 2005 2010 2015

Fig.1 Wavelet coherence within the Visegrad Four countries. The solid black line contours the significance
level of 5% against the red noise. The area below the black curve is the cone of influence. The vertical solid
white line indicates 2004—the year of the enlargement of the EU. a Czech Republic-Hungary, b Czech
Republic—Poland, ¢ Czech Republic—Slovakia, d Hungary—Poland, e Hungary—Slovakia, f Poland—Slovakia.
(Color figure online)

5.2 Synchronization of V4 and the EU

In this section, we analyze the co-movement of the Visegrad Four countries and the
European Union. We take the GDP growth of all 28 countries of the European Union.
The reason is straightforward since once states are members of the EU they should
support the economic aims of the EU and coordinate policies they make toward these
aims. !4

14 We have additionally checked the co-movement of the V4 countries and the Euro area of 19 countries
(EA-19) as a proxy of the EU. The results are almost indistinguishable.
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Cycles (years)

Cycles (years)

2000 2005 2010 2015

Fig.2 Wavelet coherences of the Visegrad Four and EU-28. The solid black line contours the significance
level of 5% against the red noise. The area below the black curve is the cone of influence. The vertical solid
white line indicates 2004—the year of the enlargement of the EU. a Czech Republic-EU-28, b Hungary—
EU-28, ¢ Poland—EU-28, d Slovakia—EU-28. (Color figure online)

We observe a strong co-movement of the Czech Republic and Hungary with the
EU starting around 2003 at 2—6-year cycles. In contrast, Slovakia and Poland are
less synchronized with the EU. These findings are in line with the results of Aguiar-
Conraria and Soares (2011a). A significant synchronization of Slovakia with the EU
starts right after its accession to the EU. Synchronization increases gradually from
2004 and spreads from 2—4 to 1-6-year cycles around 2008 that is precisely at the
time when Slovakia adopted the Euro, on January 1, 2009. Eventually, Slovakia may
be considered as an example where the degree of synchronization increases after
accession to the EU and EMU, which is consistent with the theory of endogeneity for
optimum currency areas. Moreover, in comparison to the other 3 countries, Slovakia
has not experienced any significant synchronization before 2004. On the other hand,
the high synchronization around 2008 may also be a reaction to the global financial
crisis hitting all countries. Nevertheless, this may be in line with the OCA theory when
the crisis spills over all highly synchronized European countries even to those of V4
(Fig. 2).

Preparation of the Visegrad countries for the EU accession, which began shortly
before 2000, is also one of the reasons for increased synchronization with EU. This
is in line with findings of Kolasa (2013) who reports a substantial convergence with
the Eastern enlargement of the EU. The high degree of synchronization of Hungary
also supports the results of Fidrmuc and Korhonen (2006). For Poland, we do not see
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Fig. 3 Phase differences of short- and business cycle frequencies, 1-3 and 3-8 years, respectively. The
solid black line is the true phase difference of two time series. The blue solid line is the 95% bootstrapped
confidence interval. For each phase difference, its distribution is provided. (Color figure online)

a strong co-movement, we observe higher coherence only for a small region in com-
parison with other countries in the group, and it is around 4—6-year cycles beginning
2006. This low level of synchronization of most of Poland’s and EU’s growth cycles
may be due to the different orientation structures of Poland’s economy. '’
Additionally, we provide the analysis of phase differences between each of V4
countries and the EU’s GDP. The phase difference presents the information about the
position of cycles of two economies, i.e., whether one leads the other. In Fig. 3, the
phase differences show lead or lag position of the 1-3- and 3—-8-year cycles between
V4 countries and the EU.'® There are many periods of time where phase differences
are not significantly different from zero, indicating there is no country in the lead
position, which also means the countries are in-phase.!” Nevertheless, we observe
periods with significant phase differences such as between 2006 and 2010. Which for

15 poland’s economy share of agriculture in GDP is one of the higher.

16 Two countries are in-phase if the phase difference belongs to [—m/2, 7r/2]; otherwise, they are in the
anti-phase. Moreover, the first country leads the second, x s if the phase is in [0, 7 /2] and [—m, —7r/2];
when in [—7/2, 0] and [7/2, 7], the second country is leading.

17 Furthermore, the phase is more volatile when the coherence is low.
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all V4 countries means following EU’s growth cycles at 1-3 years frequency before
and during the recession, except for Poland. When the phase difference belongs to
the [0, /2] interval, the 1-3-year growth cycles of Hungary and Poland lead the EU
cycles at these frequencies. This is most of the time for Poland and between 1998
and 2004 for Hungary. This lead/lag situation of the V4 region is puzzling, as the
countries have been tightly connected to the EU economy and it happens only for
Poland and Hungary at the beginning of the sample. One possible explanation for
this counter-intuitive finding is that recessions or rebounds of the economies occur
sooner compared to EU. For example, during the recession, the lead of V4 countries
could be the negative growth lead since these countries are often at the beginning
of the chain of outsourced production. In the time of crises, the cuts may start by
subcontracted production. This may be the case with the debt crisis in 2013 where
we see more volatile phase differences at 1-3-year cycles for all V4 countries. The
Czech Republic was in-phase before 2013, then it follows in 2015, similarly for
Hungary. On the other hand, in case of Slovakia, we have the significant leading
position of the EU during 2004 and 2007-2010 for 1-3-year cycles and during whole
sample period at 3—8-year cycles, which supports the concept of the endogeneity of
OCA.

Observing the phase differences, the phase differences look more stable at business
cycles horizons. This observation is due to high and significant coherences at these
cycles.'® Figure 3 shows that Slovakia follows the EU at cycles of 3-8-year period
over the whole sample. Poland’s 3—8-year growth cycles are in-phase and lead those
of the EU from 1995 to 2003 then the phase is not significant from zero. Cycles of
Hungary were lagging around 2000, but after 2001 Hungary is in-phase and leads the
EU cycles. The business cycle growth component of the Czech Republic is lagging
the EU after 2001 when it is significant, and their coherence is strong. At 3—8-year
business cycles there are no directional changes of growth phase we may surely link
to crisis periods.

5.3 Common economic cycle within Europe

In this part, we investigate the multivariate relationship of countries in the EU. As
some of the countries experienced the very dynamic development of GDP, it is
natural to construct a measure that takes these changes into account. We propose
the wavelet cohesion with time-varying weights that precisely quantifies common-
alities among cycles. In contrast to the coherence, the cohesion may be negative;
it can capture a counter-cyclical co-movement of time series. For the weights, we
use nominal GDP in EUR, which relate to the size of countries’ economies and
their wealth, respectively. For the measuring the synchronization, we continue using
GDP growth data, and we analyze a period of 23 years spanning from 1995Q1 to
2017Q4.

18 We should also carefully interpret the phase difference at 3—8-year cycles because of the cone of influence,
which affects influences results at 8 years from both sides of the sample.
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Table 1 Change of gross domestic products

1995 versus 2017 EU-28 EU-12 Germany Czech Republic Hungary Poland Slovakia

A GDPEUR (in %) 209 194 168 421 313 428 544

The values show how the GDPs of countries have grown between 1995 and 2017, 1995 = 100%

5.3.1 Does the size of economies affect economic cycle cohesion?

Let us now take a closer look at the GDP development of the V4 economies with
respect to the European Union (EU-28), the Euro area (EU-12) and their close EU
partner—Germany. We highlight Germany as well since its economic relationship
with the V4 is strong. Germany’s international trade with the V4 countries is larger
than the trade of Germany and China. Since the transition period of the V4 countries,
we have observed notable differences in GDP growth. Czech Republic’s, Slovakia’s,
and Poland’s GDP have grown to more than 400% of their 1995 level, the GDP of
Hungary is approximately at its 313%, whereas Germany’s and EU-28 GDP increases
are only to their 168% and 209%, respectively, see Table 1.

Hence, considering the GDP differences, the adoption of weights is beneficial for
our analysis. From the OCA’s point of view, we are interested in the synchroniza-
tion of economic cycles and the nominal GDP tells by how much power can each
of the economies affect the whole system. The nominal GDP takes into account a
gravitational attraction of the countries and their contribution to the common cycle.

5.3.2 Common cycles of the Visegrad Four and the EU

Despite many contributions, there is no general consensus to the question of EMU
synchronization and the Euro adoption (De Haan et al. 2008; Aguiar-Conraria and
Soares 2011b; Crespo-Cuaresma and Fernandez-Amador 2013). Here, we proceed to
study the strength of relationship of the V4 within the EU looking at growth cycle sim-
ilarities. We focus on the common cycle of seven already integrated (EMU) countries,
the EU core, and the V4 countries which are in the process of integration. Moreover,
we also look at common cycles of both groups individually.

Using the wavelet cohesion with time-varying weights, we observe that V4 and EU
core are significantly cohesive at cycles corresponding to cycles longer than 2 years
from 2005. Surprisingly and contrary to the cohesive business cycles, we see very small
common movements at the short-term cycles, 0.5-1 year over the whole sample. The
strongest relationship appears during the period after 2002 at cycles of 3-8 years,
see Fig. 4.!° Knowing the case of Slovakia, which experienced a gradual increase of
co-movement with EU after the Euro adoption, the high cohesion of V4 and EU core
may signal a potential benefit from joining the EMU for the Czech Republic, Poland,
and Hungary.

19 The figures of wavelet cohesion, heatmaps, display the results the same way as those of the wavelet
coherence, except that the scale of the cohesion may be negative. Hence, the blue color depicts the negative
relationship between economies, which may also be strong.
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Fig.4 Wavelet cohesion of the Visegrad Four and the EU core. The solid black line contours the significant
cohesion (95%). The area below the black curve is the cone of influence. The vertical solid white line
indicates 2004—the year of the enlargement of the EU. (Color figure online)
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Fig. 5 Positive and negative cohesion of the Visegrad Four and EU core using time-varying weights in
terms of Nominal GDP. The area below the black curve is the cone of influence. a Positive cohesion of V4
and EU core, b negative cohesion of V4 and EU core

To assess the common cycles of the V4 and EU core in a detailed perspective, we
extract the cohesion (Fig. 4) into two parts: positive and negative. It indicates that
the positive (pro-cyclical) cohesion dominates in this relationship and it is mostly for
cycles longer than 2 years, as shown in Fig. 5a. On the contrary, when countries co-
move counter-cyclically it is at cycles shorter than 2 years, as shown in Fig. 5b. Hence,
the countries have common positive movements at business cycle frequencies, and in
short periods they may go in the opposite direction.

Further, we support our findings with an analysis of common cycles of both sub-
groups separately. The degree of synchronization of the V4 is high and pro-cyclical
at business cycle frequencies (3-8 year), especially from 2005 to 2015 for 3—6-year
cycles, as shown in Fig. 6a. An area of high cohesion also appears at cycles around
2 years and begins in 201 1. The short-term outlook provides some insights that Viseg-
rad countries react weakly and counter-cyclically at cycles up to 2 years. Also an
overall weak and negative synchronization covers the first part of the sample from
1995 to 2004.

Although we observe similar patterns of co-movement over the longer horizons,
the overall synchronization of the EU core is much stronger than the one of the V4
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Fig. 6 Wavelet cohesion of Visegrad Four and EU core countries. The nominal GDP data used as time-
varying weights. The solid black line contours the significance level of 5% against the red noise. The area
below the black curve is the cone of influence. The vertical solid white line indicates 2004—the year of the
enlargement of the EU. a Visegrad Four, b EU core. (Color figure online)
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Fig. 7 Frequency cohesion of the Visegrad Four and EU core countries during two periods: a 1995-2004
and b 2005-2017. On the x-axis we depict cycle length and label four cyclical components of 1 year, 2 years,
4 years and 8 years using the gray vertical lines. The longest observed cycles are 10 and 13 years, for figures
a and b, respectively. Dashed areas are 90% bootstrapped confidence intervals

countries, as shown in Fig. 6b. This result is in line with Rua and Silva Lopes (2012),
who find a high cohesion of the business cycle dynamics of the EU countries. In the
second half of the sample, for the EU core, the relationship slightly increases at the
shorter cycles.?’

Moreover, we complement the analysis with the frequency cohesion. Although
it is time-invariant, it helps us depict the very low synchronization of all cyclical
components of the V4 prior its accession to the EU. We find almost none existent
common cycle among the V4 countries between 1994 and 2004, see Fig. 7a. On the
contrary, the EU core countries significantly co-move at cycles longer than 1.5 years
during that period. Looking at the period of 2005-2017, as shown in Fig. 7b, we see
a different situation. The cohesion of V4 countries is greater for cycles longer than
2 years. The synchronization of the EU core during 2005-2016 is strong at almost
all growth cycles. These findings are in line with our previous results from Sects. 5.1
and 5.2 of the pairwise coherence. The coherence of the V4 countries is low during
1995-2004 in both situations.

20 “Appendix Fig. A.1” in ESM, we provide complementary results showing cohesion of the EU-12
countries (a) and peripheral countries (b), where both show much lower synchronization than the EU core
in Fig. 6.
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6 Concluding remarks and policy implications

Growth cycle synchronization is a central question of economic integration, and
thus it needs a rigorous examination. Adopting wavelet methodology, we have
overcome the problems of traditional measures, such as operation in time or fre-
quency domain only and of the necessity of time series stationarity. In this paper,
we have proposed a measure of multivariate co-movement using the wavelet cohe-
sion with time-varying weights that allows for precise localization of cyclical
co-movement.

We have investigated the impact of V4 cooperation, which has one of its main aims
to converge faster toward the EU. We have found very low levels of synchronization for
the first years of their cooperation, which might be linked to the economic turbulence
of the late 1990s. The coherence is low for each country paired with Poland, except
cycles at 3—5-year period beginning around 2008. Nevertheless, the co-movement and
cohesion of the V4 economies are strong, particularly after 2005.

Further, we have studied the growth cycle synchronization of the V4 with the EU.
The results confirmed some already known interesting patterns. Slovakia’s synchro-
nization with the EU was poor before its accession to the EU. However, the relationship
gets stronger after 2005, which supports the theory of the endogeneity of the OCA
and the adoption of Euro. We have revealed that the highest coherence is between
EU and both the Czech Republic and Hungary beginning in 2001. This might imply
readiness of these countries for the Euro adoption considering one of the features—the
coherence of growth cycles. By contrast, the degree of synchronization of the business
cycles of Poland and EU is the lowest among V4.

Employing wavelet cohesion with time-varying weights, we have uncovered rela-
tionships in both time and frequency domains for multiple time series. Regarding the
V4 its position within the EU, we have shown strong pro-cyclical behavior at cycles
longer than 2 years. Concerning the EU core countries, we show that there is a weak
synchronization of short-term dynamics. Conversely, we have demonstrated that the
EU is highly cohesive at longer economic cycles, such as business cycle frequencies
at 3-8 years. Finally, we have found high co-movement of the business cycle frequen-
cies of the V4 and the EU core countries for the sample period when the V4 countries
have been part of the EU. The similar growth cycles reactions to exogenous shocks of
the V4 and the EU may be a relevant feature for further consideration of joining the
monetary union. Higher the cohesion of the EU and its members, more efficient and
coherent all policies might be.
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