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Abstract—The Poisson regression is a popular model for positive integer random variables determined by known explanatory variables. This letter studies the problem of its collaborative Bayesian sequential estimation under potentially slowly time-varying regression coefficients. We assume networks where agents share their information about the inferred quantities with adjacent neighbors in order to improve the overall estimation performance. The communication strategy is the information diffusion, i.e., only one information exchange per time instant is allowed.
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I. INTRODUCTION

Distributed inference of unknown variables in networks of collaborating agents has become an established discipline in the signal processing domain. It finds applications in sensor networks, smart grids and microgrids, Internet of Things, social networks, and other networked systems [1]–[3].

Generally, three communication and information processing strategies can be distinguished: the incremental strategy, consensus, and diffusion [4], [5]. In this letter, we focus on the diffusion strategy, where the information exchange runs on a single time scale and within one network hop distance [6]. Many popular sequential inference algorithms have found their more or less modified diffusion counterparts. To name only a few: the LMS [2], [7]–[10], RLS [6], Kalman filters [11], [12], Bernoulli filters [13], particle filters [14]–[16], or the quasi-Bayesian mixture estimation algorithm [17]. A unifying Bayesian framework for diffusion inference of a wide class of models was designed in [18] and [19].

This letter focuses on models of discrete counts used, e.g., to describe epidemiological data, the number of stock market transactions in finance, traffic intensities in networks and transportation, the number of particle arrivals in physics, or phenomena in social networks [20], [21]. Generally, high counts can be approximated by continuous data models. However, these fail if the counts are small and include many zeros [22]. In particular, we focus on the Poisson regression model, propose its low-cost real-time sequential estimation to deal with streaming data, and devise a method for its distributed inference in networks of collaborating agents (sensors). We are not aware of any existing sequential distributed or non-distributed alternative. The non-distributed Poisson models rely on computationally intensive optimization techniques [23], [24], complicating their use in online tasks.

We face several major difficulties. First, the sequential estimation of the Poisson model is generally impossible due to its functional form. We show that a way towards the solution provides the Bayesian paradigm and a couple of approximations providing stable and analytically tractable results. There are several novel points in the proposed algorithm. We recast the static Bayesian Poisson regression [25] into an algorithm capable of online estimation of potentially slowly time-varying regression coefficients. Then, a rule for the combination of these estimates in diffusion networks is devised.

II. SEQUENTIAL INFERENCE OF THE POISSON MODEL

We consider a discrete-time modeling of a stochastic process \( \{Y_t; t = 1, 2, \ldots\} \) with mutually independent observations \( y_t \in \mathbb{N} \). The random variables \( Y_t \) are determined by a known regressor \( x_t \in \mathbb{R}^n \), and an unknown vector of possibly slowly time-varying regression coefficients \( \beta_t \in \mathbb{R}^n \). The relationship characterizes the generalized linear model (GLM) [23]

\[
E[Y_t|x_t, \beta_t] = g^{-1}(\beta^T_t x_t),
\]

where \( g(\cdot) \) is a known link function, and the product \( \beta^T_t x_t \) is called the linear predictor. Recall, that the identity function \( g(\cdot) \) provides the ordinary linear regression model. In our case of \( y_t \in \mathbb{N} \), the role of the link function plays the natural logarithm,

\[
g(E[Y_t|x_t, \beta_t]) = \log(E[Y_t|x_t, \beta_t]) = \beta^T_t x_t, \tag{2}
\]

resulting in the Poisson regression model

\[
Y_t \sim Po(\lambda_t) = Po \left( g^{-1}(\beta^T_t x_t) \right) = Po \left( \exp(\beta^T_t x_t) \right). \tag{3}
\]

The expected value and the variance are

\[
E[Y_t|x_t, \beta_t] = \text{var}(Y_t|x_t, \beta_t) = \lambda_t = \exp(\beta^T_t x_t). \tag{4}
\]

The probability density function (pdf) of the model reads

\[
f(y_t|x_t, \beta_t) = \frac{\lambda_t^y e^{-\lambda_t}}{y_t!} = \frac{e^{\beta^T_t x_t} y_t e^{-\exp(\beta_t^T x_t)}}{y_t!}. \tag{5}
\]

Except for the linear regression model, direct Bayesian inference of GLMs is analytically intractable due to the lack of convenient conjugate prior distributions. The inference thus mostly relies on MCMC methods [24], which are prohibitive
for real-time sequential analyses. Some GLM-specific lower-complexity workarounds were proposed, e.g., the normal Laplacian approximation of the posterior pdf in logistic regression [26], or the three-stage approximation Poisson → loggamma → normal pdf in the static Poisson model [25]. This idea will be adopted below to propose the sequential estimator.

A. Stabilization of variance

A frequently encountered problem of the Poisson models evident from (4) is that the variance varies with the expected value. Therefore, a variance-stabilizing transformation by a convenient function $h(\cdot)$ may improve the estimation quality. It is well known that the square-root transform of the Poisson variable $Y_t \sim Po(\lambda_t)$ yields a variable that is approximately normal and has a constant variance, $\tilde{Y}_t = \sqrt{Y_t} \sim N(\sqrt{\lambda_t}, \frac{1}{4})$ [27], [28]. Although there are several other favored (and sometimes better) transformations of the Poisson variable, summarized, e.g., in [23] or [29], we will stick with the square root for its general simplicity and effectiveness.

The pdf of $\tilde{Y}_t$ due to the change of variables theorem is

$$f(\tilde{y}_t|x_t, \beta_t) = f(h^{-1}(\tilde{y}_t)) \left| \frac{dh^{-1}(\tilde{y}_t)}{d\tilde{y}_t} \right|$$

$$= \frac{\lambda_t^{\tilde{y}_t} e^{-\lambda_t}}{\tilde{y}_t!} \cdot 2\tilde{y}_t$$

$$= e^{\beta^\top x_t \tilde{y}_t} e^{-\exp(\beta^\top x_t)} \cdot 2\tilde{y}_t$$

$$= \frac{2}{\Gamma(\tilde{y}_t)} e^{\beta^\top x_t \tilde{y}_t} e^{-\exp(\beta^\top x_t)} \cdot \frac{1}{\tilde{y}_t},$$

where the gamma function follows from $z! = z\Gamma(z)$.

Although the variance-stabilized variable $\tilde{Y}_t$ is approximately normal, the problem of nonexistent conjugate prior persists. Hence instead of using the normal pdf, we will stick with the functional form (9) in the subsequent steps.

B. Approximate sequential estimation of $\beta$

Let us now devise the Bayesian sequential estimator. We introduce the prior pdf $\pi(\beta_t|x_{0:t-1}, \tilde{y}_{0:t-1})$ where $x_{0:t-1} = [x_0, \ldots, x_{t-1}]$ and $\tilde{y}_{0:t-1} = [\tilde{y}_0, \ldots, \tilde{y}_{t-1}]$. It contains all available statistical information about the past observations and regressors necessary for the estimation of $\beta_t$. The initial variables $\tilde{y}_0$ and $x_0$ symbolize the knowledge (pseudo-observations) available at the very beginning of the modeling, e.g., from historical observations, or given by an expert.

The update of the prior distribution of $\beta_t$ by recently observed $y_t$ and $x_t$ provides the Bayes’ theorem

$$\pi(\beta_t|x_{0:t-1}, \tilde{y}_{0:t}) = C \cdot f(\tilde{y}_t|x_t, \beta_t)\pi(\beta_t|x_{0:t-1}, \tilde{y}_{0:t-1}),$$

where $C$ is the normalizing constant ensuring that the resulting left-hand side posterior function is a pdf that integrates to one.

Generally, the Bayesian update (10) does not yield posterior distributions in closed forms. An important exception in this respect is the case of models belonging to the exponential family of distributions estimated with conjugate prior distributions [30]. In particular, an exponential family distribution of a random variable $\tilde{Y}_t$ with a parameter $\beta_t$ is characterized by a pdf of the (non-unique) form

$$f(y_t|x_t, \beta_t) = k(x_t, \tilde{y}_t)l(\beta_t)e^{\eta(\beta_t)^\top T(x_t, \tilde{y}_t)},$$

where $\eta(\beta_t)$ is the natural parameter, i.e., a function of the original parameter $\beta_t$, and $T(x_t, \tilde{y}_t)$ is a sufficient statistic that encompasses all information necessary for the estimation of $\beta_t$. The functions $k(x_t, \tilde{y}_t)$ and $l(\beta_t)$ are the base measure and the normalizing function, respectively. The prior distribution for the estimation of $\beta_t$ conjugate to the model (11) is characterized by the prior hyperparameters $\Xi_t$ of the same size as $T(x_t, \tilde{y}_t)$, and a scalar positive $\nu_t$ that is dropped if $l(\beta_t) = 1$ for all $\beta_t$. Its pdf has the form

$$\pi(\beta_t|\Xi_{t-1}, \nu_{t-1}) = m(\Xi_{t-1}, \nu_{t-1})l(\beta_t)^{\nu_{t-1}}e^{\eta(\beta_t)^\top \Xi_{t-1}},$$

where $m(\Xi_{t-1}, \nu_{t-1})$ is a known function, and $l(\beta_t)$ is the same function as in (11). The Bayesian update (10) multiplying the model (11) with the prior pdf (12) then results in the posterior pdf of the same functional type as the prior, characterized by the posterior hyperparameters

$$\Xi_t = \Xi_{t-1} + T(x_t, \tilde{y}_t),$$

$$\nu_t = \nu_{t-1} + 1.$$

We stress that this result allows for efficient sequential estimation of $\beta_t$, as the Bayesian update (10) is equivalent to simple summations, and the functional form of the posterior density is the same as that of the prior density. Therefore, the posterior pdf can serve as the prior pdf for the next time instant.

The confrontation of the true data model (9) with the exponential family form (11) reveals that there cannot exist a convenient conjugate prior distribution of the form (12). For the one-shot static Poisson regression without the variance stabilization a workaround is suggested in [25]. It consists of approximating the likelihood of the (time-invariant) $\beta$ for all the observed data $x_{1:t}$,

$$f(y_{1:t}|\beta, x_{1:t}) = \prod_{\tau} f(y_{\tau}|\beta, x_{\tau})$$

in the posterior distribution by a normal distribution, in the sense proposed originally by Bartlett and Kendall [28]. Although we deal with the transformed variable $\tilde{y}_t = \sqrt{y_t}$ and our aim is to update the estimate of $\beta_t$ sequentially with the incoming observations, we can adopt a similar philosophy.

Let us once again focus on the Bayesian update (10). The model (9) acts in the posterior pdf as a function of $\beta_t$ with $x_t$ and $\tilde{y}_t$ fixed. It is known that the density functions of a real random variable $u$ that are proportional to $\exp(zu)\exp(-\exp(u))$ where $z$ stands for a parameter, can be approximated by a normal distribution $N(\log z, z^{-1})$, provided that $z$ is large enough [28]. In Equation (9) with $x_t$ and $\tilde{y}_t$ fixed, this leads to the approximation by $N(\log \tilde{y}_t^2, \tilde{y}_t^{-2})$. In order to compensate the approximation error under low values of $\tilde{y}_t$, we suggest the following moment matching-based calibration: the bias of both the approximating mean value and the standard deviation can be with sufficient accuracy predicted and suppressed using the regression models with $\tilde{y}_t$.
The normal distribution belongs to the exponential family and consists of the normal distribution \( N(\mu, \sigma^2) \) with the mean vector \( \mathbf{b}_{t-1} \) and the covariance matrix \( P_{t-1} \) with the pdf in the compatible form

\[
\pi(\beta|b_{t-1}, P_{t-1}) \propto \exp \left\{ -\frac{1}{2} \text{Tr} \left( \begin{bmatrix} -1 & -1 \\ \beta_1 & \beta_1 \\ \mu_{c,t} & \mu_{c,t} \end{bmatrix}^T \begin{bmatrix} P_{t-1}^{-1} b_{t-1}^2 \\ P_{t-1}^{-1} b_{t-1}^2 \end{bmatrix} \right) \right\},
\]

(16)

where, for the sake of simplicity, we use a slight abuse of notation and avoid vectorizations. This reveals that the appropriate conjugate prior distribution is the normal distribution with the mean vector \( \mathbf{b}_{t-1} \) and the covariance matrix \( P_{t-1} \) with the pdf

\[
\pi(\beta|b_{t-1}, P_{t-1}) \propto \exp \left\{ -\frac{1}{2} \text{Tr} \left( \begin{bmatrix} -1 \\ \beta_1 \\ \mu_{c,t} \end{bmatrix}^T \begin{bmatrix} \beta_1 & \mu_{c,t}^2 \\ \mu_{c,t} & \mu_{c,t}^2 \end{bmatrix}^{-1} \begin{bmatrix} -1 \\ \beta_1 \end{bmatrix} \right) \right\},
\]

(17)

where \( I \) is the \( n \times n \) identity matrix. The posterior distribution following from the Bayes’ rule (10) in terms of the update of the prior hyperparameters (13) is given by

\[
\Xi_t = \Xi_{t-1} + T(x_t, \tilde{y}_t).
\]

(18)

A little algebra reveals that the posterior ‘conventional’ normal hyperparameters are

\[
\begin{align*}
b_t &= (\sigma_{c,t}^2 x_t x_t^T + P_{t-1}^{-1})^{-1}(P_{t-1}^{-1} b_{t-1} + \sigma_{c,t}^2 x_t \mu_{c,t}), \\
P_t &= (\sigma_{c,t}^2 x_t x_t^T + P_{t-1}^{-1})^{-1}.
\end{align*}
\]

(19)

D. Time-varying \( \beta_t \)

The case of constant model parameters is rather an exception than a rule. Although there is no explicit model for the evolution \( \beta_{t-1} \rightarrow \beta_t \) in many situations, we still may proceed by means of forgetting if the variations are slow. It means heuristic discounting of potentially outdated information about \( \beta_t \) from the posterior distribution. The most basic yet prevailing procedure is the exponential forgetting, flattening the prior pdf by its exponentiation [31],

\[
\pi(\beta_t|x_{0:t-1}, y_{0:t-1}) = [\pi(\beta_{t-1}|x_{0:t-1}, y_{0:t-1})]^{\alpha}, \quad \alpha \in [0, 1].
\]

(20)

In conjugate priors this amounts to

\[
\nu_{t-1} \leftarrow \alpha \nu_{t-1}, \quad \Xi_{t-1} \leftarrow \alpha \Xi_{t-1}.
\]

(21)

For more elaborate forgetting methods, see, e.g., [32] and the references therein.

III. DIFFUSION ESTIMATION

Let us now assume a network consisting of a set \( \mathcal{I} \) of agents that independently observe the processes \( Y_i^{(1)} \sim Po(\exp(\beta_i^2 x_i^{(1)})) \) where \( \beta_i \) is global, i.e., identical for all \( i \in \mathcal{I} \), while the observations \( y_i^{(i)} \) and potentially the regressors \( x_i^{(i)} \) are local. These situations occur, e.g., in particle detection, where each agent (sensor) observes different number \( y_i^{(i)} \) of particles generated by a single underlying process, and employs a time-series model with \( x_i^{(i)} \) consisting of past observations. Furthermore assume that at each time instant \( t \) the agents may perform one mutual exchange of the posterior pdfs with all their adjacent neighbors within 1 network hop.
distance. We denote by $\mathcal{I}^{(i)}$ the set of $i$’s adjacent neighbors, and let $i \in \mathcal{I}^{(i)}$ too. The pdfs are fully represented by $\Xi^{(i)}_t$.

A careful inspection of the Bayesian update (13) reveals that $\Xi^{(i)}_t$ summarizes the information contained in the past sufficient statistics $T(x^{(i)}_t, y^{(i)}_t)$, $\tau = 0, \ldots, t$ where $T(x^{(i)}_0, y^{(i)}_0)$ represent the initial pseudo-observations, see Sec. II-B. The combination of the posterior pdfs in terms of the hyperparameter averaging

$$\tilde{\Xi}^{(i)}_t = \frac{1}{\text{card}(\mathcal{I}^{(i)})} \sum_{j \in \mathcal{I}^{(i)}} \Xi^{(j)}_t$$  \hspace{1cm} (22)

where $\text{card}(\mathcal{I}^{(i)})$ denotes the cardinality of $\mathcal{I}^{(i)}$ thus amounts to the uniformly weighted Bayesian update by neighbors' observations. Moreover, from a little algebra it follows that

$$\tilde{P}^{(i)}_t = \left( \frac{1}{\text{card}(\mathcal{I}^{(i)})} \sum_{j \in \mathcal{I}^{(i)}} P^{-1,(j)}_t \right)^{-1},$$ \hspace{1cm} (23)

$$\tilde{b}^{(i)}_t = \tilde{P}^{(i)}_t \left( \frac{1}{\text{card}(\mathcal{I}^{(i)})} \sum_{j \in \mathcal{I}^{(i)}} P^{-1,(j)}_t b^{(j)}_t \right),$$ \hspace{1cm} (24)

which is known as the covariance intersection. The first author shows in [18] that this result is Kullback-Leibler-optimal. Although (22) corresponds to uniformly weighted averaging of neighbors’ knowledge about $\beta$, the covariance matrices $\tilde{P}^{(i)}_t$ effectively reflect the uncertainty about the individual estimates, see (24). More elaborate strategies are proposed, e.g., in [33].

**Algorithm 1 Diffusion Poisson Regression**

For each agent $i \in \mathcal{I}$ set the prior distribution $\mathcal{N}(b^{(i)}_0, P^{(i)}_0)$. Set the forgetting factor $\alpha$. For $t = 1, 2, \ldots$ and each node $i \in \mathcal{I}$ do:

**Local estimation:**
1) Gather observations $x^{(i)}_t, y^{(i)}_t$.
2) Flatten the prior distribution, Eq. (21).
3) Update the prior hyperparameter, Eq. (18)

**Combination:**
1) Get posterior pdfs $\pi(\beta_t | b^{(j)}_t, P^{(j)}_t)$ of neighbors $j \in \mathcal{I}^{(i)}$.
2) Combine the posterior hyperparameters, Eq. (22), or in terms of $b^{(j)}_t$ and $P^{(j)}_t$, Eq. (24).
3) Evaluate the point the estimate $\tilde{b}^{(i)}_t$ and the covariance matrix $\tilde{P}^{(i)}_t$.

**IV. SIMULATION EXAMPLE**

This example demonstrates the performance of the proposed method. As the authors are not aware of any alternative method for sequential modeling of counts in diffusion networks, two scenarios are compared: (i) the ‘combination’ scenario using Algorithm 1, and (ii) the isolated ‘no combination’ scenario.

Fig. 2 depicts the randomly generated diffusion network of 50 nodes. They observe independently generated outcomes of a Poisson regression process simulated with

$$\beta_t = \begin{pmatrix} 0.7 + 0.1 \cdot \sin \left( 4\pi \cdot \frac{t}{500} \right) \\ 0.5 + 0.05 \cdot \cos \left( 2\pi \cdot \frac{t}{500} \right) \\ -0.2 \\ 0.05 \cdot \cos \left( \pi \cdot \frac{t}{500} \right) \end{pmatrix}, \hspace{1cm} t = 1, \ldots, 400,$$

and randomly generated regressors $x^{(i)}_t \sim U(0, 5)^4$. For all the nodes $i \in \{1, \ldots, 10\}$, the initial prior distribution is the normal distribution with $b^{(i)}_0 = [0, 0, 0, 0]^T$ and $P^{(i)}_0 = 100 \cdot I$ where $I$ is the identity $4 \times 4$ matrix. The forgetting factor $\alpha = 0.95$. The results are averaged over 100 independent runs.

Fig. 3 depicts the root mean-squared error (RMSE) evolution averaged over all network nodes. The collaborative estimation improves the estimation quality, particularly in terms of the convergence rate. When the estimates stabilize, the RMSE may slightly vary due to the time-varying nature of $\beta_t$. The results show that the proposed method yields good estimation performance. Our observations also indicate that the estimates of the time-varying $\beta_t$ are more stable in terms of smoothness.

**V. CONCLUSION**

We proposed a method for sequential distributed modeling of counts using the Poisson model. The parameters are locally estimated using a calibrated stabilized estimation procedure. Then, the posterior pdfs are combined in the network. The future work will focus on count processes with specific properties, e.g., the zero inflation or overdispersion [24], [34], and on the full adapt-then-combine diffusion strategy [4], [5].
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