
Perceptual License Plate Super-Resolution with CTC Loss
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Abstract
We present a novel method for super-resolution (SR) of li-

cense plate images based on an end-to-end convolutional neu-
ral networks (CNN) combining generative adversial networks
(GANs) and optical character recognition (OCR). License plate
SR systems play an important role in number of security appli-
cations such as improvement of road safety, traffic monitoring or
surveillance. The specific task requires not only realistic-looking
reconstructed images but it also needs to preserve the text infor-
mation. Standard CNN SR and GANs fail to accomplish this re-
quirment. The incorporation of the OCR pipeline into the method
also allows training of the network without the need of ground
truth high resolution data which enables easy training on real
data with all the real image degradations including compression.

Context
This paper presents an automatic license plate super-

resolution (SR) method based on generative adversial networks
[1] (GANs) and optical character recognition (OCR). License
plate SR systems play an important role in number of security
applications such as improvement of road safety, traffic monitor-
ing or surveillance. It is one of the key components of modern
intelligent transportation systems.

With the advance of deep-learning techniques, especially
GANs, there has been a rapid development in SR methods. How-
ever, standard SR and GAN techniques in the literature focus
mainly on the reconstruction of natural images which typically
do not work well for numbers and letters. The specific task of
license plate super-resolution requires not only realistic-looking
reconstructed images but it also needs to preserve the text infor-
mation.

Related work
There are several methods of super-resolution using deep

learning. Neural networks are trained with pairs of low-resolution
and corresponding ground truth high-resolution images minimiz-
ing a defined distance between them, such as in [2] or [3].

The first deep learning method for super-resolution to use
GANs is a SRGAN [4]. The network incorporates perceptual loss
into its loss function. Perceptual loss uses a pre-trained VGG net-
work [5] to compute a distance between the VGG feature repre-
sentations of a reconstructed image and reference high-resolution
image which leads to promising results on natural images. How-
ever, the reconstructed images lack fine details for the applicca-
tion of license plates SR.

The first SR method using GANs focusing on super-
resolution of text is TextSR [6]. Like SRGAN, TextSR uses a per-
ceptual loss; it is computed with a recognition network ASTER

[7] for feature representations. Similar to all of the other men-
tioned SR methods, TextSR needs a ground truth high-resolution
image.

License plate SR methods use traditional and deep learn-
ing approaches. A multi-frame SR using geometric K-NN SR
is solved in [8]. Semantic information of the characters of license
plates for SR in extremely low-resolution images is studied in [9].
Adversarial SR and one-stage character segmentation and recog-
nition is used in [10]. MTGAN [11] is a method for LP SR and
recognition using GANs with a special discriminator trained to
judge whether the license plate is high-definition enough to be
correctly recognized.

Objective
The purpose of our project is to develop an automatic method

for super-resolution of images of license plates. We explore the
state-of-the-art generative adversial networks which are used in
many areas of image processing, including SR. However, the high
resolution images generated directly from pure GANs lack the
fine details desired for the preservation of the individual numbers
an letters on license plates. We thus propose a new pipeline con-
sisting of OCR neural network which guides the training of the
generator network to produce high resolution images with the true
text and it also allows training of the method without the need of
the ground truth high resolution data. This advantage enables easy
training on real data with all the real image degradations including
compression.

Method
Our method is an end-to-end neural convolutional network

combining the generative adversial networks and optical charac-
ter recognition to output high resolution images preserving the li-
cense plate text information. The generator network takes as input
up-sampled low-resolution images and produces high-resolution
candidates. Discriminator is used to distinguish the generated im-
ages from the true data distribution. Furthermore, we introduce
a third neural network that performs OCR using connectionist
temporal classification (CTC). Incorporation of the CTC loss in
the generator network forces the generator to produce content-
aware images and enables training without the need of ground
truth high-resolution data.

Generator network
The architecture of our generator network is inspired by the

convolutional neural network U-net [12]. As shown in Figure
1., an input image, low-resolution image up-sampled by bilin-
ear interpolation, goes through five down-sampling blocks. Each
block consists of two convolutional layers followed by a max-
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pooling layer. Another convolutional layer is followed by five
up-sampling blocks performing two convolutions, resizing and
concatenating with the output of corresponding down-sampling
block. Two other convolutional layers then yeild the resulting
high-resolution image. All the convolutional layers use leaky
ReLu activation function.

To train our model we use Wasserstein loss, first introduced
for WGANs in [13]. This loss function ensures smoother gradi-
ents and thus improves stability of learning. The loss function for
the generator is defined as follows:

lG =
1
m

m

∑
i=1

[ f (G(zi))]+λ lCTC, (1)

where G(z) is the generator’s output for a given input z, f (G(z))
is the discriminator’s output for a fake instance, lCTC is the CTC
loss described in (3) and λ is a parameter.

Discriminator network
Discriminator with Wasserstein loss is usually called a

”critic” because it does not actually classify instances, instead,
it outputs a scalar score rather than a probability. This score can
be interpreted as how real the input images are. The formulas
derive from the Wasserstein distance between the real and gen-
erated distributions. The discriminator function is demanded to
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Figure 1. The structure of the proposed method based on GAN with a

recognition network.

be Lipschitz continuous. In the original article [13] authors pro-
pose weight clipping to enforce a Lipschitz constraint which still
suffers from unstable training. We will use an improvement sug-
gested in [14], precisely replacing weight clipping with gradient
penalty.

The discriminator’s loss function lD is calculated as follows:

lD =
1
m

m

∑
i=1

[ f (xi)− f (G(zi))]+GP, (2)

where f (x) is the discriminator’s output for a real instance,
f (G(z)) is the discriminator’s output for a generated instance and
GP is the gradient penalty enforcing a Lipschitz constraint.

The architecture of our discriminator network is shown in
Figure 1. The input is either real or generated image which then
goes through five down-sampling blocks consisting of two con-
volutional layers and a max-pooling layer. Another convolutional
layer is followed by the final dense layer.

OCR network
To improve the results of the generator network we propose

to incorporate into its loss function a CTC loss controlling the
generated text of a license plate. We use an optical character
recognition network for a recognition of the text from the gen-
erated image. The output of the OCR pipeline is then used with
the ground truth transcription to compute the CTC loss.

Our OCR network is a convolutional neural network with
two blocks of two convolutional layers with a max-pooling layer
folowed by other four convolutional layers with the final layer
outputting the transcription, see Figure 1. All convolutional layers
use leaky ReLU activation function.

The CTC loss function lCTC used for trainig of the OCR
pipeline, and for computing a part of the generator’s loss, is de-
fined as follows:

lCTC = ∑
(z,y)∈T

− log p(y|G(z)) , (3)

where G(z) is the generator’s output for a given input z, y is its
corresponding transcription, T is the training data and p is a prob-
ability for a single training pair. The CTC objective for a single
pair (g,y) is computed as:

p(y|g) = ∑
A∈Ag,y

S

∏
s=1

ps (as|g) , (4)

where A is a possible alignment of the text, Ag,y is a set of valid
alignments and ps computes the probability for a single alignment
step-by-step.

Results
The proposed neural networks are trained on a dataset of

more than 15 000 train images. The performance of the method
is evaluated on more than 4000 test images. We add noise to
the original images of size 240x96 pixels which are subsequently
down-sampled to the size of 30x12 pixels. Figures 2. and 3. show
a sample of the resulting pictures of our method and pure GAN ar-
chitecture without OCR, see the Figures’ description for details.
Both methods were trained on the same dataset with the same
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Figure 2. Four examples of the outputs of our network on the left side of

the pairs of the images and the outputs of pure GAN on the right side. First

rows are original images, second rows show up-sampled noisy low-resolution

images and the last rows present the outputs.

Figure 3. Four examples of the outputs of our network on the left side of

the pairs of the images and the outputs of pure GAN on the right side. First

rows are original images, second rows show up-sampled noisy low-resolution

images and the last rows present the outputs.
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number of epochs, i.e. 150 000. We can see that both methods
achieve good quality high resolution images for inputs with dif-
ferent illumination conditions but the outputs of the pure GAN
does not preserve the text information which is crucial in our task
of SR of license plates.

Table 1: Mean Character Error Rate (CER) and Mean CTC loss
for our method (GAN with CTC) and pure GAN

Method CER CTC loss
GAN with CTC 0.07 2.5
Pure GAN 0.7 59.5

Table 1 shows mean values of character error rate (CER) and
CTC loss over the test dataset. We can see that the large differ-
ences in values of both metrics correspond with the fact that pure
GANs are not able to reconstruct the true text information.

Novelty and Future Work
The presented method for super-resolution of license plates

images combines an end-to-end architecture of GANs and OCR
with the CTC loss. Unlike the classic SR our task faces a chal-
lenge of keeping the true numbers of license plates. The GANs in
our method generate quality high resolution images and the incor-
poration of CTC loss ensures preservation of the text information
of license plates and enables training of the method without the
need of the ground truth high resolution data. This is in con-
trast to the standard GANs which produce realistic-looking high
resolution images from the noisy down-sampled images but the
text information does not correspond with the original image, thus
showing that the popular pure GANs are inapplicable for our goal.

Future work will include training of the generator on a
dataset with real degradations. We will also compare the results
of our method with other CNN SR methods which use high res-
olution data for training (i.e. pixel loss and content loss) and we
will incorporate mutliple inputs from a video sequence to output
the high-resolution license plate image.
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