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In the article, integration of temporal functions in (possi-
bly non-UMD) Banach spaces with respect to (possibly non-
Gaussian) fractional processes from a finite sum of Wiener 
chaoses is treated. The family of fractional processes that 
is considered includes, for example, fractional Brownian mo-
tions of any Hurst parameter or, more generally, fractionally 
filtered generalized Hermite processes. The class of Banach 
spaces that is considered includes a large variety of the most 
commonly used function spaces such as the Lebesgue spaces, 
Sobolev spaces, or, more generally, the Besov and Lizorkin-
Triebel spaces. In the article, a characterization of the domains 
of the Wiener integrals on both bounded and unbounded 
intervals is given for both scalar and cylindrical fractional pro-
cesses. In general, the integrand takes values in the space of 
γ-radonifying operators from a certain homogeneous Sobolev-
Slobodeckii space into the considered Banach space. More-
over, an equivalent characterization in terms of a pointwise 
kernel of the integrand is also given if the considered Banach 
space is isomorphic with a subspace of a cartesian product of 
mixed Lebesgue spaces. The results are subsequently applied 
to stochastic convolution for which both necessary and suffi-
cient conditions for measurability and sufficient conditions for 
continuity are found. As an application, space-time continu-
ity of the solution to a parabolic equation of order 2m with 
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distributed noise of low time regularity is shown as well as 
measurability of the solution to the heat equation with Neu-
mann boundary noise of higher regularity.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

In the present article, integration in Banach spaces with respect to fractional processes 
from a finite sum of Wiener chaoses is treated. The class of fractional processes that is 
considered consists of stochastic processes (zt)t∈T (T ⊆ R an interval) that are centered 
second-order stochastic processes for which the equality

E zszt = σ2

2
(
|s|2H + |t|2H − |t− s|2H

)
, s, t ∈ T, (1)

holds with some σ > 0 and H ∈ (0, 1). There are many processes that satisfy this 
requirement. In fact, the covariance function of any second-order H-self-similar process 
with stationary increments (H-sssi processes for short; see, e.g., [52,61]) must necessarily 
be of the form (1) and in this spirit, the family of fractional Brownian motions (see, e.g., 
[23,40]) provides a prototypical example. On the other hand, there are many other non-
Gaussian processes that can be considered and we name, for example, the family of 
Rosenblatt processes (see, e.g., [55,60]) or the more general family of fractionally filtered 
generalized Hermite processes (see, e.g., [6]).

The integral of real-valued deterministic functions on an interval T ⊆ T with respect 
to real-valued fractional processes can be defined in a natural way and this construction 
is standard for concrete cases of the driving process; see, e.g., [23,46,47] for the case of 
fractional Brownian motions, [60,38] for the case of Rosenblatt and Hermite processes, 
and [2,10,19] for the case of Volterra processes. In particular, the integral is initially de-
fined as the map i : 1[0,t) �→ zt and extended by linearity to step functions. Subsequently, 
it is shown that there is an Itô-type isometry for such Stieltjes-type sums and that this 
isometry can be used for the extension of the integral from step functions to a large 
abstract (Hilbert) space of admissible integrands DH(T ). It is here where the covariance 
structure of the driving process plays a fundamental role. Finally, one usually chooses 
some subspace of the abstract space DH(T ) that is suitable for the problem at hand 
and the Wiener integral is restricted to this space. For example, if the fractional Brow-
nian motion with Hurst parameter H is the integrator and T is a bounded interval, the 
usual choice is the Lebesgue space L

1
H (T ) if H ≥ 1/2 or the space of Hölder continuous 

functions C θ(T ) for θ > 1/2 −H if H < 1/2; see, e.g., [3].
To aid in this choice, it is desirable to understand the structure of the abstract space 

of admissible integrands DH(T ). In this direction, the first main result of the present 
article is a complete characterization of this space for both bounded and unbounded 
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intervals T ; namely, it is shown in Proposition 2.6 that the space DH(T ) coincides with 
the homogeneous Sobolev-Slobodeckii space Ẇ

1
2−H,2(T ). Thus, the dependence of the 

space DH(T ) on the parameter H is made explicit and it is readily seen that the value 
H = 1/2 is critical in the following sense: If H ≤ 1/2, the space of admissible integrands 
contains only functions (and the characterization says which functions precisely) while 
if H > 1/2, then this space is much larger and it contains distributions as well (and 
again, the characterization says which distributions precisely). We note that while this 
characterization is proved for the Wiener integral with respect to fractional Brownian 
motions on bounded intervals in [32, Theorem 3.3] and the key identity for unbounded 
intervals is given in [46, formula (3.4)], our result applies to a much broader class of 
integrators and its proof is completely different from the proofs in these two papers.

As far as integration with respect to infinite-dimensional (or, more precisely, cylin-
drical) Wiener processes in Banach spaces is concerned, the topic has been the subject 
of extensive research in the last couple of decades and the reader can find an excellent 
overview with many references to the most prominent results in the survey article [64]. 
See also, e.g., [17,74] for some more recent results and see, e.g., [50] for an extension to 
Lévy processes. On the other hand, the literature on integration in Banach spaces for 
infinite-dimensional fractional processes is much more scarce and we refer to the papers 
[14] and [31] for some results in this direction. In the present article, however, different 
additional assumptions are put on the driving noise and on the considered Banach space 
than those usually considered.

In particular, the fractional process is additionally assumed to live in a finite sum of 
Wiener chaoses (of the largest order n); that is, it is assumed that the random variable 
zt can be written as a finite sum of multiple Wiener-Itô integrals (of orders up to n) 
with respect to some isonormal Gaussian process. This requirement allows to use the 
second main result of the present paper; namely, that of the equivalence of the p-th and 
q-th moments of linear combinations from a finite Wiener chaos with coefficients from a 
normed linear space for every p, q ≥ 0; see Proposition 2.2. This result is a generalization 
of the Kahane-Khinchine inequality, see, e.g., [22, Theorem 1.3.1], and it was announced 
in [20, Proposition 2.1] where it is stated for p, q ≥ 1. We give the full proof of the general 
claim in the present article.

The assumption on the fractional process is then complemented with an assumption 
on the considered Banach space X. In particular, the Banach space X is assumed to have 
the property that the second moment of a linear combination of elements from X with 
coefficients from the finite sum of Wiener chaoses in which the noise lives is equivalent 
to the second moment of a linear combination of the same elements but with different 
coefficients taken from the Wiener chaos. In particular, this property allows to pass from 
non-Gaussian coefficients to Gaussian ones. Since it seems that this notion has not been 
studied in the literature so far, we simply say that the Banach space is n-good.

Under these two assumptions, Wiener integration in the Banach space X is treated 
and the third main result of the paper is given. In particular, it is shown in Theorem 3.21
that there is a sufficient condition for integrability in X that is formulated in terms of 
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a γ-radonifying norm of an operator associated with the integrand. If, additionally, the 
Banach space X has the approximation property, then it is shown in Theorem 3.22 that 
this sufficient condition is also necessary.

While it is clear that all the above mentioned examples of fractional processes live in 
a finite sum of Wiener chaoses, it is a priori not at all clear that there are some useful 
examples of Banach spaces that satisfy the above assumptions. In this direction, we prove 
that if the Banach space X is isomorphic with a subspace of a product of mixed Lebesgue 
spaces, then X is both n-good for every n ∈ N0 and has the approximation property; 
see Proposition 3.14. As a consequence, one can consider many of the commonly used 
function spaces within our framework and we name, for example, the Lebesgue spaces 
Lp(D), Sobolev spaces W r,p(D), Besov spaces Bs

p,q(D), and the Lizorkin-Triebel spaces 
F s
p,q(D) (here, D is either Rd, Rd

+, or a bounded C∞-domain in Rd; and p, q ≥ 1, s ∈ R, 
and r > 0); see Corollary 3.15 for the precise statement. Note that while stochastic 
integration is usually treated within the framework of UMD Banach spaces, see, e.g., [15]
and the references therein, the above mentioned examples also include some obviously 
non-UMD spaces such as the space L1(R); see Remark 3.17. Moreover, to further aid 
in applications, we show that if X has the above described structure (as an isomorphic 
space with a subspace of a product of mixed Lebesgue spaces), then the sufficient and 
necessary condition for integrability can be formulated in terms of pointwise (Green) 
kernels; see Proposition 3.24.

The abstract integration results are then applied to the stochastic convolution integral 
for which sufficient and necessary conditions for existence are found; see Proposition 4.1. 
The focus is then on the special case in which the integrand takes the form S(·)Φ where 
Φ ∈ L (U, X) and where S : [0, ∞) → L (X) is a strongly continuous semigroup. In 
this case, the necessary and sufficient condition for the existence of the convolution 
integral can be simplified, see Corollary 4.3, and it is also shown that it already implies 
the existence of a measurable version of the convolution integral, see Corollary 4.7. If, 
additionally, the semigroup is analytic, sufficient conditions for existence of a continuous 
version of the convolution integral are also given, see Proposition 4.11. For some related 
results on stochastic convolutions in Banach spaces, we refer, for example, to [13,12,14,
20,70].

Finally, two examples are given. The first example concerns a stochastic parabolic 
partial differential equation of order 2m, m ∈ N, on a bounded C∞-domain D ⊆ Rd

with distributed space-time noise. Such equation is treated in [20] where the case of a 
regular noise H > 1/2 is considered and where it is shown that if H > d/4m, then the 
solution is a space-time continuous random field. In here, we use a similar method to 
treat the case of a singular noise H < 1/2 and we show that even in this case, space-
time continuity of the solution occurs if H > d/4m. More precisely, the formal parabolic 
equation is formulated as a stochastic Cauchy problem in the space Lp(D) for a suitable 
choice of p ≥ 2 and its solution is sought in the mild form, i.e. as a stochastic convolution 
integral. Subsequently, time continuity of the convolution integral in the domain of a 
fractional power of the differential operator is shown and since this space is a subspace of 
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a certain Bessel potential space, the Sobolev embedding is used to prove continuity in the 
spatial variable; see Proposition 5.5 for the precise statement of the result. We note that, 
roughly speaking, the larger the parameter p is considered in this example, the better 
regularity of the solution is obtained. For some other related results on stochastic partial 
differential equations with distributed noise, we refer, for example, to [10,19,25,48,56]
and the references therein.

The second example concerns the stochastic heat equation on a bounded C∞-domain 
D ⊆ Rd of finite surface measure that is perturbed by space-time noise through the 
boundary of the domain. In this example, it is assumed that H > 1/2. The equation 
is again treated as a stochastic Cauchy problem in a suitable Lp(D) space but in this 
example, the situation is in a certain sense reversed when compared with the first example 
- in here, it is desirable to choose the parameter p as small as possible. This becomes 
apparent if one tries to apply [20, Corollary 3.1] to this situation - while similar conditions 
are obtained, there is the barrier pH ≥ 1 which comes from the use of Minkowski’s 
inequality. To overcome this difficulty, we find a Green kernel for the integrand and 
appeal to Proposition 3.24 instead. Consequently, we show that if H > d/2 − 1/2, then 
it is possible to choose the parameter p ∈ (1, 2] so that measurability of the solution in 
the space Lp(D) occurs; see Proposition 5.14 for the precise statement of the result. For 
some related results on stochastic partial differential equations with boundary noise, we 
refer, for example, to [1,11,25,27,35,41,53] and the references therein.

Organization of the article. In Section 2, we recall some notions from Gaussian analy-
sis and prove the hypercontractivity result in Proposition 2.2. Subsequently, the notion 
of fractional processes is formalized and some examples given. Wiener integration for 
these processes is treated here as well and the characterization of the abstract space of 
admissible integrands is proved in Proposition 2.6. In Section 3, Wiener integration for 
cylindrical fractional processes is analyzed and the section is split into two subsections. 
In Subsection 3.1, Wiener integrability for cylindrical processes in the scalar case is char-
acterized and in Subsection 3.2, Wiener integrability for cylindrical process in the vector 
case is treated. In particular, while weak integrability is defined and characterized in Sub-
subsection 3.2.1, strong integrability is defined and characterized in Subsubsection 3.2.2. 
It is also in the last mentioned Subsubsection 3.2.2, where n-good Banach spaces that 
have the approximation property are considered. Section 4 is devoted to stochastic con-
volution, Section 5 contains the two examples of stochastic partial differential equations 
to which our results are applied and some concluding remarks on the necessity of the 
n-good property in our framework and possibility of extensions of the present integra-
tion theory to random integrands are given in Section 6. The results on homogeneous 
fractional Sobolev spaces needed for our analysis are collected in Appendix A.

2. Preliminaries

In this section, some preliminaries from Gaussian analysis and fractional processes 
are given. Throughout the paper, the following notation is used.
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Notation. The notation A � B means that there is a finite positive constant c such that 
A ≤ cB. Similarly, A � B means that there are two finite positive constants c1 and c2
such that c1A ≤ B ≤ c2A and A ∝ B means that there is a finite positive constant c
such that A = cB. This notation is used whenever the precise values of the constants 
are not important.

2.1. Equivalence of moments on a finite Wiener chaos

We begin with a general setting. Let V be a real separable Hilbert space and assume 
that (Ω, F , P ) is a probability space with a V -isonormal Gaussian process (W (v))v∈V

defined on it. It is assumed that the σ-field F is generated by this isonormal Gaussian 
process and augmented by P -zero sets. Denote by Hn the nth Hermite polynomial that 
is defined by

Hn(x) := (−1)n

n! e x2
2

dn

dxn

(
e− x2

2

)
, x ∈ R .

The nth Wiener chaos, denoted here by Hn, is the closed linear subspace of the space 
L2(Ω) generated by the linear span {Hn(W (v)) | v ∈ V, ‖v‖V = 1}. For a thorough 
analysis of these notions, we refer, for example, to the monograph [43] and the references 
therein. An important feature of the spaces Hn is that their elements have equivalent 
moments (cf., e.g., [42, Corollary 2.8.14] or [37, Proposition 3.1]). A generalization of this 
property to random variables from a finite sum of Wiener chaoses with values in normed 
linear spaces is central to the present paper and it is stated precisely in Proposition 2.2. 
The result improves [20, Proposition 2.1].

Definition 2.1. In this paper, by a finite Wiener chaos we mean the space H ⊕n :=⊕n
i=0 Hi for some n ∈ N0. We say that a stochastic process z : T → L2(Ω), where 

T ⊆ R is an interval, lives in a finite Wiener chaos if there exists a non-negative integer 
n, such that zt ∈ H ⊕n for every t ∈ T.

Proposition 2.2. Let p, q ∈ (0, ∞) and n ∈ N0. Then there exists a finite positive constant 
Cp,q,n such that the inequality

⎛⎝E

∥∥∥∥∥∥
m∑
j=1

ξjxj

∥∥∥∥∥∥
q

B

⎞⎠
1
q

≤ Cp,q,n

⎛⎝E

∥∥∥∥∥∥
m∑
j=1

ξjxj

∥∥∥∥∥∥
p

B

⎞⎠
1
p

holds for every normed linear space B, m ∈ N, {xj}j≤m ⊂ B, and every {ξj}j≤m ⊂
H ⊕n.

Proof. According to [22, Theorem 3.2.10 (i)] (in particular the reference to [22, Theorem 
3.2.5]), there exist a finite positive constant Cp,q,n such that the inequality
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(E ‖X‖qB)
1
q ≤ Cp,q,n (E ‖X‖pB)

1
p (2)

is satisfied for every normed linear space B, every 1 < p < q < ∞, and for every random 
variable X from the linear span of⎧⎨⎩x

∞∏
j=1

W (ej)αj

∣∣∣∣∣ x ∈ B, α ∈ NN
0 , ‖α‖�1 ≤ n

⎫⎬⎭
where {ej}j∈N is an orthonormal basis of the Hilbert space V . Moreover, inequality (2)
holds also for every random variable X from the linear span of⎧⎨⎩x

∞∏
j=1

W (ξj)αj

∣∣∣∣∣ x ∈ B, α ∈ NN
0 , ‖α‖�1 ≤ n, ξ ∈ V N

⎫⎬⎭ .

Indeed, let ξ1, ξ2, . . . be elements of (span{ej , j ∈ N})N and ξ be an element of V N such 
that for every j ∈ N, ξNj → ξj as N → ∞. Let

XN :=
m∑

k=1

xk

∞∏
j=1

W (ξNj )α
k
j and X :=

m∑
k=1

xk

∞∏
j=1

W (ξj)α
k
j

for some m ∈ N, {xk}mk=1 ⊂ B, and {αk}mk=1 ⊂ NN
0 such that ‖αk‖�1 ≤ n, k = 1, . . . , m. 

Now, for every j ∈ N, there is the convergence W (ξNj ) → W (ξj) as N → ∞ in Lr(Ω)
for every 1 < r < ∞ by Fernique’s theorem so that there is also the convergence

lim
N→∞

E‖XN −X‖rB = 0

for every 1 < r < ∞. This means that the Lr(Ω)-norms for 1 < r < ∞ are equivalent on 
the linear span of ⎧⎨⎩

∞∏
j=1

W (ξj)αj

∣∣∣∣∣ α ∈ NN
0 , ‖α‖�1 ≤ n, ξ ∈ V N

⎫⎬⎭
and therefore, the closure of this set in the space Lr(Ω) for any 1 < r < ∞ coincides with 
H ⊕n. This follows, for example, by the remark on page 6 after [43, Theorem 1.1.1]. We 
have thus proved that inequality (2) holds for every random variable X from the linear 
span of {

xη |x ∈ B, η ∈ H ⊕n
}
.

To prove the claim for 0 < p < q < ∞, q ∈ (1, ∞), the trick in the remark that 
follows [22, Theorem 3.2.2] is used. That is, the Cauchy-Schwarz inequality is applied to 
‖X‖αqB ‖X‖(1−α)q

B to obtain the inequality
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(E‖X‖qB)
1
q ≤ (E‖X‖pB)

α
p (E‖X‖2q−p

B )
1−α
2q−p ≤ C1−α

q,2q−p,n(E‖X‖pB)
α
p (E‖X‖qB)

1−α
q

where α is defined by 2αq = p, from which the inequality

(E‖X‖qB)
1
q ≤ C−1+α−1

q,2q−p,n(E‖X‖pB)
1
p

follows. The case 0 < p < q ≤ 1 then follows by combining Jensen’s inequality and the 
previous step as

(E‖X‖qB)
1
q ≤ (E‖X‖2

B) 1
2 ≤ C

−1+ 4
p

2,4−p,n(E‖X‖pB)
1
p . �

Remark 2.3. We note that Proposition 2.2 also holds for 0 = p < q < ∞ in the sense 
that the linear span of {xη | x ∈ B, η ∈ H ⊕n} when equipped with the topology of 
convergence in probability is uniformly continuously embedded in itself when equipped 
with the topology of convergence in the q-th mean. Indeed, it follows by using the Cauchy-
Schwarz inequality and Proposition 2.2 that there exists a finite positive constant Cq,n

such that the inequality

E ‖X‖qB ≤ [P (‖X‖B > R)]
1
2 (E‖X‖2q

B ) 1
2 + Rq ≤ Cq,n [P (‖X‖B > R)]

1
2 E ‖X‖qB + Rq

is satisfied for every R > 0. Consequently, there is the following implication:

P (‖X‖B > R) ≤ 1
4C2

q,n

for some R > 0 =⇒ (E‖X‖qB)
1
q ≤ 2

1
qR. 

2.2. Fractional processes

Let T be the real axis R, the interval [0, ∞), or the interval [0, τ ] for some τ > 0. Let 
z = (zt)t∈T be a stochastic process on (Ω, F , P ) that is centered, has finite variance, 
and such that there is H ∈ (0, 1), the so-called Hurst index, for which the equality

E zszt = σ2RH(s, t) (3)

is satisfied for every s, t ∈ T with the function RH(s, t) defined by

RH(s, t) := 1
2
(
|s|2H + |t|2H − |t− s|2H

)
(4)

and σ > 0 a constant. A process z that satisfies the above conditions is called an H-
fractional process in this article.

Remark 2.4. By formulas (3) and (4), we have that for an H-fractional process z the 
equality
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E(zt − zs)2 = |t− s|2Hσ2

holds for every s, t ∈ T. Hence, without any further assumptions, the process z admits 
a measurable version by [24, Theorem 2.6] because it is continuous in mean square and 
therefore also in probability. If, moreover, H ∈ (1/2, 1), the process z also admits a version 
with Hölder continuous sample paths up to the order H−1/2 by Kolmogorov’s continuity 
criterion; see, e.g., [7, Theorem 39.3]. However, if it is assumed that the process z lives 
in a finite Wiener chaos, then it has a continuous version even in the singular case 
H ∈ (0, 1/2]. More precisely, if z lives in a finite Wiener chaos H ⊕n for some n ∈ N0, we 
have that the inequality

E(zt − zs)q �
[
E(zt − zs)2

]q = |t− s|Hqσq

holds for every q > 0 and s, t ∈ T by Proposition 2.2 and it follows by the Kolmogorov 
continuity criterion that z has a version with Hölder continuous sample paths of every 
order smaller that H, cf. [20, Remark 2.1]. 

Example 2.5. The class of fractional processes from a finite Wiener chaos that satisfy the 
above conditions for the process z is quite rich and some examples are given here. Note 
first that every H-self-similar process with stationary increments (H-sssi processes for 
short) from a finite Wiener chaos can be considered. This follows, for example, by Lemma 
7.2.1 of [52]. Clearly, the main examples are fractional Brownian motions; however there 
are many other H-sssi processes from a finite Wiener chaos that have been considered 
in the literature.

In order to name some other significant examples, let us first specify the general 
setting. We assume that (Ω, A , P ) is a probability space with a Wiener process (Wt)t∈R
defined on it. Constructed in the usual manner, the first order Wiener-Itô integral is an 
L2(R)-isonormal process defined on this probability space and it is assumed that this 
process generates the σ-field A and that A is augmented by P -null sets.

We can mention, for example, the family of the fractionally filtered generalized Hermite 
processes, that is introduced and analyzed in [6]. This family includes, among others, the 
processes zα,βk that are defined by

zα,βk (t) := Cα,β,k

′∫
Rk

⎧⎨⎩
∫
R

kβt (u)
k∏

j=1
(u− yj)

α
k
+du

⎫⎬⎭dW⊗k
y , t ≥ 0,

where the kernel kβt is given by

kβt (u) :=

⎧⎨⎩ 1
β

[
(t− u)β+ − (−u)β+

]
, β �= 0,

1(0,t](u), β = 0,

k ∈ N, and where the parameters α and β satisfy
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−1 < −α− k

2 − 1 < β < −α− k

2 <
1
2 .

The constant Cα,β,k is a normalizing constant that ensures that E[zα,βk (1)]2 = 1 and the 
integral 

∫ ′
Rk(. . .)dW⊗k

y is the Wiener-Itô multiple integral of order k; see, e.g., [43] or 
[42]. It follows by [6, Theorem 3.27] that the process zα,βk is an H-sssi process with the 
parameter H that is given by

H = α + β + k

2 + 1

and that belongs to the interval (0, 1). Moreover, by its construction as a Wiener-Itô 
multiple integral of a deterministic function, the process zα,βk lives in the kth Wiener 
chaos.

It should be noted that the above class includes some well-known stochastic pro-
cesses. In particular, the process zα,β1 is the fractional Brownian motion with the Hurst 
parameter H = α + β + 3/2 ∈ (0, 1) for every α and β that satisfy

−1 < −α− 3
2 < β < −α− 1

2 <
1
2 .

This is because the fractional Brownian motion is the only H-sssi process in the first 
Wiener chaos in the sense of finite-dimensional distributions, cf. [61, Proposition 1.1]. 
But already in the second Wiener chaos, there are infinitely many H-sssi processes; see 
the paper [39] for the discussion of this phenomenon.

Another particular case of the above class is the family of the processes zα,0k . These 
processes are the much studied Hermite processes of order k with the Hurst parameter 
H = α + k

2 + 1 ∈ (1/2, 1) for every α that satisfies

−k

2 − 1
2 < α < −k

2 .

Note that the family of Hermite processes also includes the family of Rosenblatt processes
that has received considerable attention in the last couple of years. See, for example, 
[61, section 3.1] and the references contained therein for further properties of Hermite 
processes. See also the seminal paper [60] for stochastic analysis of the Rosenblatt process. 
©

2.3. Wiener integration for scalar fractional processes

The integral of deterministic functions with respect to a H-fractional process (zt)t∈T

is defined in the sequel. The construction of the integral follows the approach used in 
the case of fractional Brownian motions (and, more generally, Volterra processes, cf. e.g. 
[2,19,10]) and somewhat embodies the idea that only the covariance structure of the 
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driving process z is needed since the integral is constructed as the limit of Stieltjes-type 
sums in the space of square integrable random variables.

Let T ⊆ T be an interval and denote by E (T ) the linear space of deterministic step 
functions whose support is contained in the interval T ; that is, a function f ∈ E (T )
satisfies the equality

f =
n∑

j=1
fj1[tj−1,tj) (5)

with some n ∈ N, some set {tj}j≤n ⊂ T such that t0 < t1 < . . . < tn, and a set 
{fj}j≤n ⊂ R. Note that such a function can be extended by zero outside of the interval 
T and this is done without an explicit comment whenever needed. Now, for a step 
function f ∈ E (T ) that is given by formula (5) set

iT (f) :=
n∑

j=1
fj(ztj − ztj−1) (6)

and consider the operator K ∗
H : E (T ) → L2(R) that is defined by (K ∗

1/2f)(r) := f(r)
and by

(K ∗
Hf)(r) :=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
cH

∞∫
r

[f(u) − f(r)] (u− r)H− 3
2 du, H ∈ (0, 1/2),

1
cH

∞∫
r

f(u)(u− r)H− 3
2 du, H ∈ (1/2, 1).

The constant cH in the above definition is given by

c2H :=
∞∫
0

[
(1 + s)H− 1

2 − sH− 1
2

]2
ds + 1

2H .

The reason for considering the operator K ∗
H is that the equality

RH(s, t) = 〈K ∗
H1[0,s),K

∗
H1[0,t)〉L2(R)

is satisfied for every s, t ∈ T . Here, the indicator function 1[0,τ) is interpreted as −1[τ,0)
if τ < 0. As a consequence, it follows that the equality

‖iT (f)‖2
L2(Ω) = σ2‖K ∗

Hf‖2
L2(R) (7)

is satisfied for every step function f ∈ E (T ). Moreover, since the operator K ∗
H is injective, 

the bilinear form defined for f, g ∈ E (T ) by
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〈f, g〉DH(T ) := σ2〈K ∗
Hf,K ∗

Hg〉L2(R)

is an inner product. By equality (7), the linear map iT is an isometry between the space 
E (T ) endowed with the norm ‖ · ‖DH(T ) and the linear span {iT (f), f ∈ E (T )} that is 
endowed with the norm ‖ · ‖L2(Ω). This isometry is now extended to a linear isometry 
between the completion of E (T ) with respect to ‖ · ‖DH(T ), that is denoted by DH(T )
in this paper, and the closure of span {iT (f), f ∈ E (T )} in the norm ‖ · ‖L2(Ω). The 
extension is again denoted by iT and it satisfies formula (7) for every f ∈ DH(T ). Note 
that this relationship reduces to the classical Itô isometry for the Wiener integral if z
is a Wiener process. The space DH(T ) is called the space of admissible integrands for 
the process z. An element f of DH(T ) is said to be Wiener integrable on T with respect 
to the process z and the square integrable random variable iT (f) is called its Wiener 
integral with respect to z.

In the following result, a complete characterization of the space DH(T ) is given. This 
result in the case when T is a bounded interval and z is a fractional Brownian motion is 
proved in [32, Theorem 3.3] and the key identity for the case when T is an unbounded 
interval is also given in [46, formula (4.3)]. The method of proof given here is however 
different from the one given in [32].

Proposition 2.6. Let H ∈ (0, 1). Then there is the equality

DH(T ) = Ẇ
1
2−H,2(T )

with the following equality between the norms

‖ · ‖DH(T ) = Cσ,H‖ · ‖
Ẇ

1
2−H,2(T )

where Cσ,H is a finite positive constant. Here, Ẇ 1
2−H,2(T ) is the homogeneous fractional 

Sobolev space (see Definition A.1 for the case when T is the real axis and see Defini-
tion A.9 for the case when T is the positive real axis or a bounded interval).

Proof. For c ∈ (−1, 1), define

hc(x) := |x|−c1(−∞,0)(x)

which will be understood as a distribution below. Note that if c ∈ (0, 1), the Fourier 
transform ĥc of hc is given by

ĥc(x) = Ac|x|c−1 + iBcsgn(x)|x|c−1 (8)

where the constants Ac and Bc are given by

Ac := 1√ sin
(πc)Γ(1 − c), Bc := 1√ cos

(πc)Γ(1 − c).

2π 2 2π 2
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If H = 1/2, the claim is clear. Assume therefore that H �= 1/2 and let f ∈ E (T ). If 
H ∈ (0, 1/2), set a := 1/2−H and note in this case the operator K ∗

H can be expressed as

cHK ∗
Hf = 1

a
ha ∗ f ′

where ∗ denotes convolution. Moreover, in this case, the chain of equalities

1
a
‖ha ∗ f ′‖L2(R) =

√
2π
a

‖ĥaf̂ ′‖L2(R;C) =
√

2π
a

‖xĥaf̂‖L2(R;C)

=
Γ
( 1

2 + H
)

1
2 −H

‖|x| 12−H f̂‖L2(R;C)

holds by using Plancheler’s theorem and equality (8). On the other hand, if H ∈ (1/2, 1), 
set b := 3/2 −H and note that in this case the operator K ∗

H can be expressed as

cHK ∗
Hf = hb ∗ f.

Moreover, in this case, the chain of equalities

‖hb ∗ f‖L2(R) =
√

2π‖ĥbf̂‖L2(R;C) = Γ
(
H − 1

2

)
‖|x| 12−H f̂‖L2(R;C)

holds by similar arguments as above. Consequently, it follows for any H ∈ (0, 1), H �= 1/2, 
that if Cσ,H is the constant defined by

Cσ,H := σ

cH

∣∣∣∣Γ(H − 1
2

)∣∣∣∣
where the standard convention Γ(z) := Γ(z + 1)/z for z < 0, z /∈ Z, is used, there is the 
chain of equalities

‖f‖DH(T ) = σ‖K ∗
Hf‖L2(R) = Cσ,H‖|x| 12−H f̂‖L2(R;C) = Cσ,H‖f‖

Ẇ
1
2−H,2(R)

= Cσ,H‖f‖
Ẇ

1
2−H,2(T )

.

Since the set of step functions E (T ) is dense in Ẇ
1
2−H,2(T ), the claim follows. �

3. Wiener integration for cylindrical fractional processes

In this section, Wiener integration with respect to possibly infinite-dimensional frac-
tional processes is treated. Initially, the notion of a cylindrical fractional process is 
defined.
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Definition 3.1. Let (Ω, F , P ) be a probability space. Let H ∈ (0, 1) and let U be a 
separable Hilbert space. A U-cylindrical H-fractional process is a collection (Zt)t∈T of 
bounded linear operators Zt : U → L2(Ω) such that for every u ∈ U , (Zt(u))t∈T is a 
one-dimensional fractional process defined on the probability space (Ω, F , P ) for which 
the equality

EZs(u)Zt(v) = RH(s, t)〈u, v〉U

is satisfied for every s, t ∈ T and u, v ∈ U . Here, RH is the covariance function given by 
formula (4).

The following definition is a generalization of Definition 2.1 to cylindrical processes.

Definition 3.2. Let H ∈ (0, 1) and let U be a separable Hilbert space. Let (Zt)t∈T be a 
U-cylindrical H-fractional process. If there exists n ∈ N0 such that Zt(u) belongs to a 
finite Wiener chaos H ⊕n for every u ∈ U and every t ∈ T, then the process Z is said to 
live in a finite Wiener chaos.

The following lemma is proved by a standard approximation argument and it will be 
useful in the sequel.

Lemma 3.3. Let H ∈ (0, 1) and let U be a separable Hilbert space. Let (Zt)t∈T be a U-
cylindrical H-fractional process. Furthermore, let T ⊆ T be an interval. Then the equality

E

⎡⎣∫
T

g1dZ(u1)

⎤⎦⎡⎣∫
T

g2dZ(u2)

⎤⎦ = 〈g1, g2〉DH(T )〈u1, u2〉U

is satisfied for every g1, g2 ∈ DH(T ) and every u1, u2 ∈ U .

Let us fix H ∈ (0, 1), a separable Hilbert space U , an interval T ⊆ T, and a U -
cylindrical H-fractional process (Zt)t∈T for the remainder of this section. Let us also fix 
the following notation:

Notation. For two normed linear spaces X and Y, we denote by L (X , Y) the space of 
bounded linear operators X → Y and by ‖ · ‖L (X ,Y) the operator norm (if X = Y, 
then we simply write L (X )). For two Hilbert spaces U and V, we denote by L2(U , V)
the space of Hilbert-Schmidt operators U → V and by ‖ · ‖L2(U,V) the Hilbert-Schmidt 
norm. For a Hilbert space U and a Banach space X , we denote by γ(U , X ) the space of 
γ-radonifying operators U → X and by ‖ · ‖γ(U,X ) the γ-radonifying norm. (See, e.g., [63]
for a survey of γ-radonifying operators.)

Notation. The space DH(T ) ⊗2 U , defined as the completion of the algebraic ten-
sor product of the Hilbert spaces DH(T ) and U with respect to the inner product
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〈f1⊗f2, g1⊗g2〉DH(T ;U) := 〈f1, g1〉DH(T )〈f2, g2〉U , f1, g1 ∈ DH(T ), f2, g2 ∈ U , is denoted 
by DH(T ; U) in the rest of the paper. (See, e.g., [75] for details on tensor products of 
Hilbert spaces.)

3.1. The scalar case

We begin with Wiener integration in the case when the target space is one-dimensional. 
Denote by IT the unique isometry from the space DH(T ; U) to the space L2(Ω) that 
satisfies the equality

IT (g ⊗ u) =
∫
T

g dZ(u)

for every g ∈ DH(T ) and every u ∈ U where the integral on the right is the integral of 
g with respect to the one-dimensional H-fractional process Z(u) as defined in Subsec-
tion 2.3.

Definition 3.4. A bounded linear operator A : U → DH(T ) is said to be (Wiener) 
integrable with respect to the process Z if there exists a random variable ξ ∈ L2(Ω) such 
that the equality

E IT (g ⊗ u)ξ = 〈g,Au〉DH(T )

is satisfied for every g ∈ DH(T ) and u ∈ U .

There is the following characterization of integrability in the scalar case.

Proposition 3.5. Let A ∈ L (U, DH(T )). The operator A is integrable with respect to the 
process Z if and only if A is Hilbert-Schmidt. In that case, the random variable ξ from 
Definition 3.4 is unique; the equality

ξ =
∑
k

∫
T

Aek dZ(ek)

is satisfied for any orthonormal basis {ek}k of the Hilbert space U ; and, moreover, there 
is the equality

E ξ2 = ‖A‖2
L2(U,DH(T )).

Proof. Assume that dimU = ∞, the case dimU < ∞ is clear. Assume also that the 
operator A ∈ L (U, DH(T )) is integrable with respect to Z. Let N ∈ N and let {ek}k
be an orthonormal basis of the Hilbert space U . Then by a straightforward computation 
the following equality is obtained:
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E ξ2 = E

⎛⎝ξ −
N∑

k=1

∫
T

AekdZ(ek)

⎞⎠2

+
N∑

k=1

‖Aek‖2
DH(T ).

By letting N → ∞, the operator A is shown to be Hilbert-Schmidt. Conversely, if 
A ∈ L2(U, DH(T )), let {ek}k be an orthonormal basis of U and define

ξN :=
N∑

k=1

∫
T

AekdZ(ek)

for N ∈ N. Then it holds for N, M ∈ N, N > M , that

E |ξN − ξM |2 =
N∑

k=M+1

‖Aek‖2
DH(T )

by using the Itô-type isometry (7) and the fact that if two H-fractional processes are 
uncorrelated, the same holds for their Wiener integrals. Since A is Hilbert-Schmidt, the 
last equality shows that the sequence {ξN}N∈N is Cauchy in L2(Ω) and therefore, it has 
a limit, denoted by ξ, there. Now, if g ∈ DH(T ) and u ∈ U are arbitrary, it follows by 
using Lemma 3.3 that the estimate∣∣E IT (g ⊗ u)ξ − 〈g,Au〉DH(T )

∣∣
≤ |E IT (g ⊗ u) (ξ − ξN )| +

∣∣E IT (g ⊗ u)ξN − 〈g,Au〉DH(T )
∣∣

≤ ‖IT (g ⊗ u)‖L2(Ω) ‖ξ − ξN‖L2(Ω) +

∣∣∣∣∣
N∑

k=1

〈A∗g, ek〉U 〈u, ek〉U − 〈g,Au〉DH(T )

∣∣∣∣∣
is satisfied for N ∈ N and by letting N → ∞, it is shown that the operator A is integrable 
with respect to the U -cylindrical H-fractional process Z. �
Notation. The symbol 

∫
T
AdZ is used for the random variable ξ from Proposition 3.5.

3.2. The vector case

In what follows, we treat Wiener integration in the case when the target space is 
possibly infinite-dimensional. Fix a Banach space X for the remainder of this section.

3.2.1. Weak integrability
Initially, the notion of weak integrability is defined.

Definition 3.6. A bilinear mapping G : X∗ × U → DH(T ) is called weakly (Wiener) 
integrable with respect to the process Z if there exists a constant C > 0 such that the 
inequality
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‖G(ϕ, ·)‖L2(U ;DH(T )) ≤ C‖ϕ‖X∗

is satisfied for every ϕ ∈ X∗.

There is the following characterization of weak integrability in X.

Proposition 3.7. A bilinear mapping G : X∗ × U → DH(T ) is weakly integrable with 
respect to the process Z if and only if there exists a bounded linear operator G : X∗ →
DH(T ; U) for which the equality

〈Gϕ, g ⊗ u〉DH(T ;U) = 〈G(ϕ, u), g〉DH(T ) (9)

holds for every ϕ ∈ X∗, g ∈ DH(T ), and every u ∈ U . In this case, the equality

G =
∑
k

G(·, ek) ⊗ ek

is satisfied for any orthonormal basis {ek}k of the Hilbert space U ; and, moreover, the 
equality

‖Gϕ‖DH(T ;U) = ‖G(ϕ, ·)‖L2(U,DH(T ))

is satisfied for every ϕ ∈ X∗.

Proof. Assume that dimU = ∞, the case dimU < ∞ is clear. Let G : X∗×U → DH(T )
be a bilinear mapping. Assume first that G is weakly integrable with respect to the 
process Z. Let {ek}k be an orthonormal basis of U and define a sequence of bounded 
linear operators {GN}N∈N where for N ∈ N, GN is the operator GN : X∗ → DH(T ; U)
defined by

GNϕ :=
N∑

k=1

G(ϕ, ek) ⊗ ek, ϕ ∈ X∗. (10)

Then it holds for every ϕ ∈ X∗ and N, M ∈ N, N > M , that

‖GNϕ−GMϕ‖2
DH(T ;U) =

N∑
k=M+1

‖G(ϕ, ek)‖2
DH(T )

and because G is weakly integrable, G(ϕ, ·) : U → DH(T ) is Hilbert-Schmidt. Thus 
it follows from the above equality that {GNϕ}N∈N is Cauchy in DH(T ; U) by letting 
N, M → ∞. Consequently, for every ϕ ∈ X∗, the sequence {GNϕ}N∈N converges in 
DH(T ; U) and it follows that the operator G : X∗ → DH(T ; U) defined by Gϕ :=
limN→∞ GNϕ is linear and, by the uniform boundedness principle, bounded. Now, if 
ϕ ∈ X∗, g ∈ DH(T ), and u ∈ U are arbitrary, it follows that the estimate
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∣∣〈Gϕ, g ⊗ u〉DH(T ;U) − 〈G(ϕ, u), g〉DH(T )
∣∣

≤
∣∣〈Gϕ, g ⊗ u〉DH(T ;U) − 〈GNϕ, g ⊗ u〉DH(T ;U)

∣∣
+
∣∣〈GNϕ, g ⊗ u〉DH(T ;U) − 〈G(ϕ, u), g〉DH(T )

∣∣
=
∣∣〈Gϕ, g ⊗ u〉DH(T ;U) − 〈GNϕ, g ⊗ u〉DH(T ;U)

∣∣
+

∣∣∣∣∣
N∑

k=1

〈ek, G(ϕ, ·)∗g〉U 〈ek, u〉U − 〈G(ϕ, u), g〉DH(T )

∣∣∣∣∣
is satisfied for N ∈ N. By letting N → ∞, it is shown that the equality (9) is satisfied. 
Conversely, let G : X∗ → DH(T ; U) be a bounded linear operator such that equality (9)
is satisfied for every ϕ ∈ X∗, g ∈ DH(T ), and u ∈ U . Let ϕ ∈ X∗ and let {ek}k be an 
orthonormal basis of U and {gj}j be an orthonormal basis of DH(T ). Then it holds that

‖G(ϕ, ·)‖2
L2(U ;DH(T )) =

∑
k

‖G(ϕ, ek)‖2
DH(T )

=
∑
k,j

〈G(ϕ, ek), gj〉2DH(T )

=
∑
k,j

〈Gϕ, gj ⊗ ek〉2DH(T ;U)

= ‖Gϕ‖2
DH(T ;U)

because {gj ⊗ ek}j,k is an orthonormal basis of the space DH(T ; U). Therefore, G is 
weakly integrable. �

The following lemma is proved in a similar manner as the second part of the proof of 
Proposition 3.7.

Lemma 3.8. Let B : X∗ → DH(T ; U) be a bounded linear operator. Define

G(ϕ, u) :=
∑
j

gj〈Bϕ, gj ⊗ u〉DH(T ;U), ϕ ∈ X∗, u ∈ U,

for an orthonormal basis {gj}j in DH(T ). Then G is weakly integrable with respect to 
the process Z and it holds for the operator G from Proposition 3.7 that G = B.

The following lemma connects the integrals with respect to scalar and cylindrical 
fractional processes.

Lemma 3.9. Let G : X∗ ×U → DH(T ) be weakly integrable with respect to the process Z
and let G be the corresponding operator from Proposition 3.7. Then the equality
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∫
T

G(ϕ, ·)dZ = IT (Gϕ)

is satisfied almost surely for every ϕ ∈ X∗. Here, G is the operator that corresponds to 
the mapping G from Proposition 3.7.

Proof. It holds for N ∈ N, ϕ ∈ X∗, and an orthonormal basis {ek}k of the Hilbert space 
U that∥∥∥∥∥∥
∫
T

G(ϕ, ·)dZ − IT (Gϕ)

∥∥∥∥∥∥
L2(Ω)

≤

∥∥∥∥∥∥
∫
T

G(ϕ, ·)dZ −
N∑

k=1

∫
T

G(ϕ, ek)dZ(ek)

∥∥∥∥∥∥
L2(Ω)

+

∥∥∥∥∥∥
N∑

k=1

∫
T

G(ϕ, ek)dZ(ek) − I(Gϕ)

∥∥∥∥∥∥
L2(Ω)

=

∥∥∥∥∥∥
∫
T

G(ϕ, ·)dZ −
N∑

k=1

∫
T

G(ϕ, ek)dZ(ek)

∥∥∥∥∥∥
L2(Ω)

+

∥∥∥∥∥IT
(

N∑
k=1

G(ϕ, ek) ⊗ ek

)
− IT (Gϕ)

∥∥∥∥∥
L2(Ω)

.

(11)

Since G is weakly integrable with respect to the process Z, it follows by Proposition 3.5
that G(ϕ, ·) is integrable in the sense of Definition 3.4 and that the first term in (11)
tends to zero as N → ∞. For the second term, we have by appealing to the Itô-type 
isometry (7) that

∥∥∥∥∥IT
(

N∑
k=1

G(ϕ, ek) ⊗ ek

)
− IT (Gϕ)

∥∥∥∥∥
L2(Ω)

= ‖IT [(GN−G)ϕ]‖L2(Ω) = ‖(GN−G)ϕ‖DH(T ),

where GN is the operator defined by formula (10), holds. By the proof of Proposition 3.7, 
it follows that the right-hand side of the above equality tends to zero as N → ∞ which 
concludes the proof. �
3.2.2. Strong integrability

In this section, a stronger notion of Wiener integrability is treated. Initially, this notion 
is defined.

Definition 3.10. Let G : X∗ × U → DH(T ) be weakly integrable with respect to the 
process Z and let G be the corresponding operator from Proposition 3.7. The mapping 
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G is said to be (Wiener) integrable with respect to the process Z if there exists a random 
variable ξ ∈ L0(Ω; X) such that the equality

〈ϕ, ξ〉 = IT (Gϕ)

is satisfied almost surely for every ϕ ∈ X∗. In this case, the random variable ξ will be 
called the (Wiener) integral of G with respect to the process Z.

If G is weakly integrable with respect to the process Z and G is the corresponding op-
erator from Proposition 3.5, its adjoint G∗ maps the space DH(T ; U) into X∗∗. However, 
if G is integrable with respect to the process Z and if its integral is a square-integrable 
random variable, the adjoint G∗ takes values in the space X as shown in the following 
result.

Proposition 3.11. Let G : X∗ × U → DH(T ) be integrable with respect to the process 
Z, let G be the corresponding operator from Proposition 3.7, and let ξ be its integral. If 
ξ ∈ L2(Ω; X), then the operator G∗ maps the space DH(T ; U) into the space X and it is 
given by

G
∗(S) = E IT (S)ξ, S ∈ DH(T ;U).

Proof. Let g ∈ DH(T ), u ∈ U . Then we have that

〈Gϕ, g ⊗ u〉DH(T ;U) = E IT (Gϕ)IT (g ⊗ u) = E〈ϕ, ξ〉IT (g ⊗ u) = 〈ϕ,E ξIT (g ⊗ u)〉,

where Lemma 3.3 was used to obtain the first equality while integrability of G was used in 
the second equality. Thus it follows that G∗(S) = E IT (S)ξ for every S ∈ DH(T ; U). �

In what follows, two notions that are useful for the subsequent analysis are given. The 
first seems not to have been explicitly considered and studied in the literature so far.

Definition 3.12. Let n ∈ N0. A normed linear space X is said to be n-good if the equiv-
alence

E

∥∥∥∥∥
m∑

k=1

ε
(1)
k xk

∥∥∥∥∥
2

X

� E

∥∥∥∥∥
m∑

k=1

ε
(2)
k xk

∥∥∥∥∥
2

X

holds for every two orthonormal sets {ε(1)
k }mk=1 ⊆ H ⊕n and {ε(2)

k }mk=1 ⊆ H ⊕n and every 
{xk}mk=1 ⊆ X with the constants being independent of m.

We also recall the notion of the approximation property of Banach spaces; see, e.g. 
[36, Chapter 1].
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Definition 3.13. A Banach space X is said to have the approximation property if, for 
every ε > 0 and every compact C ⊆ X , there exists a finite rank operator T ∈ L (X )
such that

sup
x∈C

‖x− Tx‖X ≤ ε.

If there exists λ ≥ 0 for which every such T satisfies ‖T‖L (X ) ≤ λ, then X is said to 
have the λ-bounded approximation property.

It is shown now that many commonly used function spaces are both n-good (for every 
n ∈ N0) and have the approximation property. Initially, it is useful to establish the 
following notation.

Notation. For p1, p2 ∈ [1, ∞) and for two σ-finite separable measure spaces (D1, D1, μ1)
and (D2, D2, μ2), we denote by Ep1,p2(D1×D2) the space of jointly measurable functions 
f : D1 ×D2 → R for which the following finiteness condition is satisfied:

‖f‖Ep1,p2 (D1×D2) :=

⎛⎜⎝∫
D1

⎛⎝∫
D2

|f(x, y)|p2 μ2(dy)

⎞⎠
p1
p2

μ1(dx)

⎞⎟⎠
1
p1

< ∞.

Under the assumptions above, the space Ep1,p2(D1×D2) is a separable Banach space (it 
is, in fact, a so-called Lebesgue space with mixed norm, cf., e.g., [8], or, more explicitly, 
the space Lp1(D1; Lp2(D2)).

Proposition 3.14. Let N ∈ N. Let {pi,1}Ni=1 and {pi,2}Ni=1 be two subsets of the inter-
val [1, ∞) and let {(Di,1, Di,1, μi,1)}Ni=1 and {(Di,2, Di,2, μi,2)}Ni=1 be two sets of σ-finite 
separable measure spaces. Set

Y :=
N∏
i=1

Epi,1,pi,2(Di,1 ×Di,2).

If X is a normed linear space that is isomorphic with a subspace of Y , then X is n-good 
for every n ∈ N0. If X is a retraction1 of Y , then there exists λ ≥ 0 such that X has the 
λ-bounded approximation property.

Proof. Let Q : X → Ỹ be the linear injection of X onto the subspace Ỹ of Y . Let n ∈ N0
be arbitrary, let {εk}mk=1 be an orthonormal set in H ⊕n, and let {xk}mj=1 be a subset of 
X . Define f i

k := [Qxk]i, i = 1, 2, . . . , N ; k = 1, 2, . . . , m. Then there is the equivalence

1 A normed linear space X said to be a retraction of Y if there exist R ∈ L (Y, X ) and S ∈ L (Y, X ) such 
that RS = IX .
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E

∥∥∥∥∥
m∑

k=1

εkxk

∥∥∥∥∥
X

�

N∑
i=1

⎧⎪⎪⎨⎪⎪⎩
∫

Di,1

⎡⎢⎣ ∫
Di,2

(
m∑

k=1

|f i
k|2
) pi,2

2

dμi,2

⎤⎥⎦
pi,1
pi,2

dμi,1

⎫⎪⎪⎬⎪⎪⎭
1

pi,1

(12)

and, consequently, the space X is n-good. Indeed, we have that

E

∥∥∥∥∥
m∑

k=1

εkxk

∥∥∥∥∥
X

�

N∑
i=1

E

∥∥∥∥∥
m∑

k=1

εkf
i
k

∥∥∥∥∥
Epi,1,pi,2 (Di,1×Di,2)

�

N∑
i=1

⎛⎝E

∥∥∥∥∥
m∑

k=1

εkf
i
k

∥∥∥∥∥
pi,1

Epi,1,pi,2 (Di,1×Di,2)

⎞⎠ 1
pi,1

holds by using Proposition 2.2 for each term in the sum with B = Epi,1,pi,2(Di,1 ×Di,2), 
p = 1, and q = pi,1. Now, for i ∈ {1, 2, . . . , N}, it follows that

E

∥∥∥∥∥
m∑

k=1

εkf
i
k

∥∥∥∥∥
pi,1

Epi,1,pi,2 (Di,1×Di,2)

= E

∫
Di,1

⎛⎜⎝ ∫
Di,2

∣∣∣∣∣
m∑

k=1

εkf
i
k(x, y)

∣∣∣∣∣
pi,2

μi,2(dy)

⎞⎟⎠
pi,1
pi,2

μi,1(dx)

=
∫

Di,1

E

∥∥∥∥∥
m∑

k=1

εkf
i
k(x, ·)

∥∥∥∥∥
pi,1

Lpi,2 (Di,2)

μi,1(dx)

�

∫
Di,1

⎛⎝E

∥∥∥∥∥
m∑

k=1

εkf
i
k(x, ·)

∥∥∥∥∥
pi,2

Lpi,2 (Di,2)

⎞⎠
pi,1
pi,2

μi,1(dx)

where Proposition 2.2 is used with B = Lpi,2(Di,2), p = pi,1, and q = pi,2. The chain of 
equivalences continues as

=
∫

Di,1

⎛⎜⎝E

∫
Di,2

∣∣∣∣∣
m∑

k=1

εkf
i
k(x, y)

∣∣∣∣∣
pi,2

μi,2(dy)

⎞⎟⎠
pi,1
pi,2

μi,1(dx)

=
∫

Di,1

⎛⎜⎝ ∫
Di,2

E

∣∣∣∣∣
m∑

k=1

εkf
i
k(x, y)

∣∣∣∣∣
pi,2

μi,2(dy)

⎞⎟⎠
pi,1
pi,2

μi,1(dx)

�

∫
Di,1

⎡⎢⎣ ∫
Di,2

⎛⎝E

∣∣∣∣∣
m∑

k=1

εkf
i
k(x, y)

∣∣∣∣∣
2
⎞⎠

pi,2
2

μi,2(dy)

⎤⎥⎦
pi,1
pi,2

μi,1(dx)
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where again Proposition 2.2 is used with B = R, p = pi,2, and q = 2. Now, since {εk}mk=1
is an orthonormal set in H ⊕n, it follows that the equality

E

∣∣∣∣∣
m∑

k=1

εkf
i
k(x, y)

∣∣∣∣∣
2

=
m∑

k=1

|f i
k(x, y)|2

is satisfied for μi,1 ⊗ μi,2-almost every (x, y) ∈ Di,1 ×Di,2 which proves formula (12).
For a space Ep1,p2(D1×D2) where (D1, D1, μ1) and (D2, D2, μ2) are σ-finite separable 

measure spaces and p1, p2 ∈ [1, ∞); and for some σ-finite partitions {Ai} and {Bj} of 
D1 and D2, respectively, define PA,B : Ep1,p2(D1 ×D2) → Ep1,p2(D1 ×D2) by

PA,Bf :=
∑
i,j

1
μ1(Ai)μ2(Bj)

⎛⎜⎝ ∫
Ai×Bj

f dμ1 ⊗ μ2

⎞⎟⎠1Ai×Bj

with the convention 0/0 := 0. Then

‖PA,Bf‖Ep1,p2 (D1×D2) ≤ ‖f‖Ep1,p2 (D1×D2), f ∈ Ep1,p2(D1 ×D2).

Now, if {Ak
i } and {Bk

j } are sequences of partitions of D1 and D2, respectively, such that 
{Ak+1

i } refines {Ak
i } and {Bk+1

i } refines {Bk
i }; and if σ({Ak

i }) and σ({Bk
i }) generate 

the σ-algebras D1 and D2, respectively, then

lim
k→∞

‖PAk,Bkf − f‖Ep1,p2 (D1×D2) = 0, f ∈ Ep1,p2(D1 ×D2).

Hence, f �→ PKn
m,K̃n

m
(f1Km×K̃m

) are the sought projections that make Ep1,p2(D1 ×
D2) a Banach space with the 1-bounded approximation property. Clearly, the space ∏N

i=1 E
pi,1,pi,2(Di,1 × Di,2) also has the 1-bounded approximation property as well as 

the ‖R‖L (Y,X )‖S‖L (X ,Y )-bounded approximation property. �
Corollary 3.15. Let D be Rd, Rd

+, or a bounded C∞-domain in Rd; and let p, q ∈ [1, ∞), 
s ∈ R, and r ∈ (0, ∞). Then the spaces

Lp(D), W r,p(D), Bs
p,q(D), F s

p,q(D)

are n-good for every n ∈ N0 and have the approximation property. Here, the spaces Lp(D)
are the standard Lebesgue spaces, W r,p(D) are the (fractional) Sobolev spaces, Bs

p,q(D)
are the Besov spaces, and F s

p,q(D) are the Lizorkin-Triebel spaces; see, e.g., [58].

Proof. The first assertion of the corollary follows immediately for the spaces Lp(D), 
W r,p(D), Bs

p,q(Rd), and F s
p,q(Rd) by Proposition 3.14 because these spaces are isomorphic 

with a subspace of a product of some mixed Lebesgue spaces. The first assertion also 
holds for Bs

p,q(D) and F s
p,q(D) in the case when D is either Rd

+ or a bounded C∞-domain 



24 P. Čoupek et al. / Journal of Functional Analysis 282 (2022) 109393
in Rd because these spaces are retractions of Bs
p,q(Rd) and F s

p,q(Rd), respectively; see 
[58, Theorem 2.9.4 and Theorem 3.3.4].

The focus is on the second assertion of the corollary now. The spaces Bs
p,q(Rd) and 

F s
p,q(Rd) have the approximation property since they admit an explicit Schauder basis; 

see, e.g., [59, Theorem 3.5]. By the same argument as above, the second assertion also 
holds for the spaces Bs

p,q(D) and F s
p,q(D) in the case when D is either Rd

+ or a bounded 
C∞-domain in Rd.

As far as the spaces W r,1(Rd) are concerned, note that whenever j ∈ {0, 1}, the 
sequence of operators {πj

k}k∈N defined by π0
k(f) := ψ(·/k)f , where ψ ∈ C∞

c (Rd) is such 
that ψ(0) = 1, and π1

k(f) := f ∗ ωk, where ωk are the standard smooth compactly 
supported mollifiers, has the following three properties:

• There is a constant Cr,d > 0 such that ‖πj
k‖L (W r,1(Rd)) ≤ Cr,d holds for every k ∈ N.

• For every a > 0 and k ∈ N, there is a constant Ca,k,d > 0 such that 
‖π1

k‖L (L1(Rd);Wa,2(Rd)) ≤ Ca,d,k.
• For every f ∈ W r,1(Rd), there is the convergence limk→∞ ‖f − πj

k(f)‖W r,1(Rd) = 0.

Hence, it follows that the space W r,1(Rd) has the approximation property. Finally, it 
also follows that W r,1(D) has the approximation property in the case when D is either 
Rd

+ or a bounded C∞-domain since this space is a retraction of W 1,r(Rd). �
Remark 3.16. Note that the C∞-condition imposed on the domain D in Corollary 3.15
can be significantly weakened; see [51].2 

Remark 3.17. Note also that Corollary 3.15 covers even some non-UMD Banach spaces; 
e.g., the space L1(Rd) is a typical example since it is not reflexive. UMD Banach spaces 
are spaces in which martingale difference sequences are unconditional and they provide 
a natural setting for stochastic integration with respect to a (cylindrical) Wiener process 
so that the UMD property is very often assumed; see, e.g., [49,66,67,73]. 

While it is clear from the above that many commonly used Banach spaces are n-good 
for any n ∈ N0, there are also Banach spaces which fail to have the n-good property and 
some examples are given now. Note first that every normed linear space is n-good for 
n = 0 and n = 1. Note also that if a normed linear space is not 2-good, then it is not 
n-good for any n ≥ 2.

Proposition 3.18. Let X be a normed linear space containing (Rm, ‖ · ‖�∞) isometrically 
for every m ∈ N. Then X is not n-good for any n ≥ 2.

2 We thank the reviewer for this remark and for bringing the reference [51] to our attention.
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Proof. Let {ξi}i∈N be a sequence of independent, identically distributed Gaussian ran-
dom variables. Then it is known that

E max {|ξ1|, . . . , |ξm|} �
√

logm, m → ∞,

where the symbol � denotes the weak asymptotic equivalence. If we define Yi := ξ2
i − 1, 

i ∈ N, then {2−1/2Yi}i∈N are orthonormal in the second Wiener chaos. Let us define 
am > 0 such that

P (|ξ1| ≥ am) = 1
m

and bm := a2
m − 1. Then

P (|Y1| ≥ bm) = 1
m

holds as long as bm > 1 (which occurs for large m ∈ N). Hence,

E max{|Y1|, . . . , |Ym|} ≥ bmP (max{|Y1|, . . . , |Ym|} ≥ bm)

= bm[1 − P (max{|Y1|, . . . , |Ym|} < bm)]

= bm

[
1 −

(
1 − 1

m

)m]
� bm.

Since am �
√

logm, m → ∞, we have that bm � logm, m → ∞, and therefore, neither 
does

E max {|ξ1|, . . . , |ξm|} � E max {|Y1|, . . . , |Ym|}, m → ∞,

hold, nor does X have the 2-good property. �
Consequently, we obtain the following

Corollary 3.19. Let D ⊆ Rd be open. The spaces C (D) and L∞(D) are not n-good for 
any n ≥ 2.

In what follows, we return to integrability with respect to the process Z. In the first 
result, it is shown that if Z lives in a finite Wiener chaos and if the Banach space X is 
n-good, then there is a sufficient condition for integrability with respect to Z. Let us first 
prove a lemma which will be crucial in the proof of the forthcoming Theorem 3.21. The 
lemma is a slight modification of a claim that appeared in the proof of [20, Proposition 
3.1] and it shows that Wiener integrals with respect to a fractional process from a finite 
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Wiener chaos also belong to this finite Wiener chaos. As an immediate consequence, all 
moments of these integrals are equivalent by Proposition 2.2.

Lemma 3.20. Let z = (zt)t∈T be a H-fractional process that lives in the finite Wiener 
chaos H ⊕n for n ∈ N0 and let T ⊆ T be an interval. Then the Wiener integral iT (f)
belongs to H ⊕n for every f ∈ DH(T ).

Proof. Let f ∈ E (T ) take the form (5). Since the process z lives in a finite Wiener chaos 
H ⊕n, we have that the elementary integral of f that takes the form (6) also belongs 
to H ⊕n because this is a linear space. If f ∈ DH(T ) and {fk}k∈N is a sequence of 
step functions that converges to f in DH(T ), then iT (fk) converges to iT (f) in L2(Ω). 
However, each integral iT (fk) belongs to H ⊕n and since this is a closed subspace of 
L2(Ω), it follows that iT (f) ∈ H ⊕n. �

A main result of the present section follows.

Theorem 3.21. Assume that the process Z lives in the finite Wiener chaos H ⊕n for 
n ∈ N0. Assume moreover that the Banach space X is n-good. Let G : X∗×U → DH(T )
be weakly integrable with respect to the process Z and let G be the corresponding operator 
from Proposition 3.7. If G∗ ∈ γ(DH(T ; U), X), then G is integrable with respect to the 
process Z and it holds for every r > 0 that

‖ξ‖Lr(Ω;X) � ‖G∗‖γ(DH(T ;U),X) (13)

where ξ is the integral of G with respect to the process Z.

Proof. Step 1. Assume first that G is such that the operator G∗ has finite range. This 
means that G∗ can be expressed as

G
∗
S =

m∑
k=1

〈S, ek〉DH(T ;U)xk, S ∈ DH(T ;U), (14)

for some m ∈ N, some orthonormal set {ek}mk=1 in DH(T ; U) and some set {xk}mk=1 ⊆ X. 
Define

ξ :=
m∑

k=1

IT (ek)xk. (15)

Note that {IT (ek)}mk=1 ⊆ H ⊕n by Lemma 3.20. Consequently, since X is n-good, there 
is the equivalence

E ‖ξ‖2
X = E

∥∥∥∥∥
m∑

k=1

IT (ek)xk

∥∥∥∥∥
2

X

� E

∥∥∥∥∥
m∑

k=1

εkxk

∥∥∥∥∥
2

X

= E

∥∥∥∥∥
m∑

k=1

εkG
∗
ek

∥∥∥∥∥
2

X

= ‖G∗‖2
γ(DH(T ;U),X)

(16)
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where {εk}mk=1 is a collection of independent standard Gaussian random variables.
Step 2. Now if G is such that G∗ ∈ γ(DH(T ; U), X), then there exists a sequence 

{VN}N∈N of finite rank operators VN : DH(T ; U) → X of the form (14) such that 
limN→∞ ‖VN −G

∗‖γ(DH(T ;U),X) = 0. Let {ξN}N∈N be the sequence of random variables 
ξN ∈ L2(Ω; X) of the form (15) such that ξN corresponds to the operator VN as is Step 
1 of the proof. It follows by equivalence (16) that the equivalence

‖ξN − ξM‖L2(Ω;X) � ‖VN − VM‖γ(DH(T ;U),X)

is satisfied for N, M ∈ N. Because G
∗ ∈ γ(DH(T ; U), X), by letting N, M → ∞, we 

have that the sequence {ξN}N∈N is Cauchy in L2(Ω; X) and thus, convergent there. 
Denote the limit by ξ. Let {GN}N∈N be the sequence of operator GN : X∗ → DH(T ; U)
defined by G

∗
N := VN . It follows immediately from the convergence of {VN}N∈N that 

limN→∞ ‖GN −G‖L (X∗,DH(T ;U)) = 0 and hence, it follows that

IT (Gϕ) = 〈ϕ, ξ〉

holds P -almost surely for every ϕ ∈ X∗. Finally, equivalence (13) follows by Proposi-
tion 2.2. �

As shown in the following result, if, additionally, the Banach space X has the approx-
imation property, the sufficient condition from Theorem 3.21 is also necessary.

Theorem 3.22. Assume that the process Z lives in a finite Wiener chaos H ⊕n for n ∈ N0

and assume that the Banach space X is n-good and has the approximation property. Let 
G : X∗ ×U → DH(T ) be weakly integrable with respect to the process Z and let G be the 
corresponding operator from Proposition 3.7. The mapping G is integrable with respect 
to Z if and only if G∗ ∈ γ(DH(T ; U), X). In that case, it holds for every r > 0 that

‖ξ‖Lr(Ω;X) � ‖G∗‖γ(DH(T ;U),X) (17)

where ξ is the integral of G with respect to the process Z.

Proof. It is only shown that if G is integrable with respect to the process Z, then 
G

∗ ∈ γ(DH(T ; U), X) as the converse is proved in Theorem 3.21. Let ξ ∈ L2(Ω; X) be 
the Wiener integral of G and assume that {Cm}m∈N is a sequence of compact subsets 
of the Banach space X such that P (ξ /∈ Cm) < 2−m holds for every m ∈ N. Since X has 
the approximation property, then for every m ∈ N, there exists an operator Tm ∈ L (X)
of finite rank such that

sup ‖x− Tmx‖X ≤ 2−m.

x∈Cm
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Consequently, ξm := Tmξ → ξ as m → ∞ almost surely, therefore in probability, and by 
Remark 2.3 also in L2(Ω; X). Now, since Tm is a finite-rank operator, it can be expressed 
as

Tmx =
Nm∑
k=1

ϕm
k (x)xm

k , x ∈ X,

for some Nm ∈ N, {ϕm
k }Nm

k=1 ⊆ X∗, and {xm
k }Nm

k=1 ⊆ X. Define the sequence {Gm}m∈N
of operators Gm : X∗ → DH(T ; U) by

Gmϕ :=
Nm∑
k=1

Gϕm
j ϕ(xm

j ), ϕ ∈ X∗.

Then, as in Step 2 of the proof of Theorem 3.21, we have that the equivalence

‖ξN − ξM‖L2(Ω;X) � ‖G∗
N −G

∗
M‖γ(DH(T ;U),X)

is satisfied for N, M ∈ N, and because the sequence {ξm}m∈N converges to ξ in L2(Ω; X), 
it follows that the sequence {G∗

m}m∈N is Cauchy in γ(DH(T ; U), X) and its limit is 
G

∗. �
Remark 3.23. Note that, as a consequence of Remark 2.3, equivalences (13) and (17)
also hold for r = 0 in the sense that the convergence of elementary integrals {ξN}N in 
probability implies the convergence of the corresponding operators {G∗

N}N in the space 
γ(DH(T ; U), X). 

Notation. The random variable ξ from Definition 3.10 is denoted by 
∫
T
GdZ.

In practical applications, it is common for X to be a function space (e.g. Lebesgue, 
Sobolev, or a Besov space). Such function spaces are often isomorphic with a subspace 
Ỹ of the general product space Y that is considered in Proposition 3.14. In this case, γ-
radonifying operators with values in such spaces can be represented by pointwise kernels. 
Although the following proposition is stated with a general separable Hilbert space V, 
the choice V = DH(J ; U) for an interval J ⊆ R is particularly useful for our purposes.

Proposition 3.24. Let X be a Banach space that is isomorphic with a subspace Ỹ of the 
product space Y defined in Proposition 3.14 and let Q : X → Ỹ be the linear injection. Let 
V be a separable Hilbert space. A bounded linear operator A ∈ L (V, X ) is γ-radonifying 
if and only if there exists a kernel a = (ai)Ni=1 such that the following two conditions are 
satisfied:

• For every i = 1, 2, . . . , N , ai : Di,1 ×Di,2 → V is a measurable function that satisfies

[QAv]i(x, y) = 〈ai(x, y), v〉V , v ∈ V,
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for μi,1 ⊗ μi,2-almost every (x, y) ∈ Di,1 ×Di,2.
• The following finiteness condition is satisfied:

‖a‖Ỹ :=
N∑
i=1

⎧⎪⎪⎨⎪⎪⎩
∫

Di,1

⎡⎢⎣ ∫
Di,2

‖ai(x, y)‖pi,2
V μi,2(dy)

⎤⎥⎦
pi,1
pi,2

μi,1(dx)

⎫⎪⎪⎬⎪⎪⎭
1

pi,1

< ∞.

In this case, it holds that

‖A‖γ(V,X ) � ‖a‖Ỹ .

Proof. The proposition is proved similarly as [13, Theorem 2.3]. �
4. Stochastic convolution

In this section, stochastic convolution with respect to fractional processes is treated.
Assume that V is a separable Hilbert space and (Ω, F , P ) is a probability space with 

a V -isonormal Gaussian process (W (v))v∈V defined on it. Assume that the σ-field F is 
generated by the process W and augmented with P -zero sets. Let H ∈ (0, 1) and let U be 
a separable Hilbert space. Let (Zt)t≥0 be a U -cylindrical H-fractional process that lives 
in the finite Wiener chaos H ⊕n of the isonormal process W for some n ∈ N0. Finally, 
let X be an n-good Banach space that has the approximation property.

Initially, a necessary and sufficient condition for the existence of a stochastic convo-
lution integral is given.

Proposition 4.1. Let 0 ≤ s < t and let G̃ : (0, t − s) → L (U, X) be a function. Define the 
map G by

G(ϕ, u)(r) := 〈ϕ, G̃(r)u〉, r ∈ (0, t− s), ϕ ∈ X∗, u ∈ U.

Then the convolution integral

ξs,t :=
t∫

s

G(t− ·)dZ (18)

is well defined if and only if G∗ ∈ γ(DH(0, t − s; U), X) where G is the corresponding 
operator from Proposition 3.7. In that case, it holds for every r > 0 that

‖ξs,t‖Lr(Ω;X) � ‖G∗‖γ(DH(0,t−s;U),X). (19)

Proof. By Theorem 3.22, ξs,t is a well defined random variable that belongs to the space 
L2(Ω; X) if and only if the finiteness condition
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‖G(t− ·)∗‖γ(DH(s,t;U);X) < ∞

is satisfied. On the other hand, the equality

E

∥∥∥∥∥∑
n,m

δn,mG(t− ·)∗(gm ⊗ en)

∥∥∥∥∥
2

X

= E

∥∥∥∥∥∑
n,m

δn,mG
∗((gm)−1,t ⊗ en

)∥∥∥∥∥
2

X

(20)

holds for every orthonormal basis {gm}m of the space DH(s, t), every orthonormal basis 
{en}n of the space U , and every array of independent standard Gaussian random vari-
ables {δn,m}n,m. Here, the symbol ( · )−1,t denotes the operator of affine transformation 
( · )a,b defined in Subsection A.3. Indeed, for every ϕ ∈ X∗, there is the chain of equalities〈

ϕ,G(t− ·)∗(gm ⊗ en)
〉

=
〈
G(t− ·)ϕ, gm ⊗ en

〉
DH(s,t;U)

=
〈∑

k

[G(t− ·)](ϕ, ek) ⊗ ek, gm ⊗ en

〉
DH(s,t)

=
〈
[G(t− ·)](ϕ, en), gm

〉
DH(s,t)

=
〈
G(ϕ, en), (gm)−1,t

〉
DH(0,t−s)

where duality, the representation of G(t− ·) from the proof of Proposition 3.7, and 
Lemma A.13 are used. By a computation similar to the computation above, the equality〈

G(ϕ, en), (gm)−1,t

〉
DH(0,t−s)

=
〈
ϕ,G

∗((gm)−1,t ⊗ en
)〉

is obtained and thus, equality (20) is proved. �
Proposition 4.2. Assume that X is isomorphic with a subspace Ỹ of the product space Y
that is defined in Proposition 3.14. Let 0 ≤ s < t and let G̃ : (0, t − s) → γ(U, X) be a 
function. Assume also that one of the following conditions is satisfied:

1. The parameter H belongs to the interval (0, 1/2); the space Ỹ is such that pi,j ≥ 2
holds for every i = 1, 2, . . . , N and j = 1, 2; and G̃ satisfies the following finiteness 
condition:

t−s∫
0

‖G̃(u)‖2
γ(U,X)du +

t−s∫
0

t−s∫
0

‖G̃(u) − G̃(v)‖2
γ(U,X)|u− v|2H−2dudv < ∞.

2. The parameter H belongs to the interval [1/2, 1); the space Ỹ is such that pi,jH ≥ 1
holds for every i = 1, 2, . . . , N and j = 1, 2; and G̃ satisfies the following finiteness 
condition:
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t−s∫
0

‖G̃(u)‖
1
H

γ(U,X)du < ∞.

Then G
∗ ∈ γ(DH(0, t − s; U), X) and the convolution integral ξs,t given by (18) is well 

defined.

Proof. Proposition 3.24, Proposition 2.6 together with either Proposition A.11 (in the 
case when condition 1. is satisfied) or Remark A.12 combined with the Hardy-Littlewood-
Sobolev inequality (in the case when condition 2. is satisfied), and twice Minkowski 
inequality are used successively. �

The general result in Proposition 4.1 is now applied to the case when the integrand has 
an additional algebraic structure. Let (S(t), t ≥ 0) be a strongly continuous semigroup 
of bounded linear operators acting on the space X and let Φ ∈ L (U, X).

Convention. In what follows, the operator-valued function SΦ is understood as the bi-
linear operator S(·)Φ : X∗ × U → DH(0, ∞) that is defined by

[S(·)Φ](ϕ, u)(r) := 〈ϕ, S(r)Φu〉, r ≥ 0, ϕ ∈ X∗, u ∈ U.

A similar convention is adopted for S(t − ·)Φ.

For t > 0, denote

Yt :=
t∫

0

S(t− · )ΦdZ

whenever the integrand is integrable with respect to the process Z. The following corol-
lary is a direct consequence of Proposition 4.1 and for its purposes, the following notation 
is introduced.

Notation. In what follows, we denote RT̃ := |T̃ ⊗ IU where |T̃ : DH(T ) → DH(T̃ ) is the 
restriction of a distribution defined on the interval T ⊆ R to the interval T̃ ⊆ T and 
where IU : U → U is the identity operator. Note that by Lemma A.14, the operator 
RT̃ : DH(T ; U) → DH(T̃ ; U) is continuous.

Corollary 4.3. Let t0 > 0 be fixed. Then Yt0 is well defined if and only if [R[0,t0]SΦ]∗ ∈
γ(DH(0, t0; U), X). In that case, it holds for every r > 0 that

‖Yt0‖Lr(Ω;X) � ‖[R[0,t0]SΦ]∗‖γ(DH(0,t0;U),X).

In the following two results it is shown that it is enough to verify the existence of Yt0

for some t0 > 0 to obtain the existence and measurability of the whole process (Yt)t≥0.
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Proposition 4.4. The following statements are equivalent.

1) There exists t0 > 0 such that the random variable Yt0 is well defined.
2) For every t > 0, the random variable Yt is well defined.

Proof. Let statement 1) be satisfied and assume first that 0 < t < t0. By using 
Corollary 4.3 and the ideal property of γ-radonifying operators from [63, Theorem 6.2]
(together with Lemma A.14) the following estimate is obtained:

‖Yt‖L2(Ω;X) � ‖[R[0,t]SΦ]∗‖γ(DH(0,t;U),X)

= ‖[R[0,t]R[0,t0]SΦ]∗‖γ(DH(0,t;U),X)

≤ ‖[R[0,t0]SΦ]∗‖γ(DH(0,t0;U),X)‖R∗
[0,t]‖L (DH(0,t;U),DH(0,t0;U))

= ‖[R[0,t0]SΦ]∗‖γ(DH(0,t0;U),X)‖R[0,t]‖L (DH(0,t0;U),DH(0,t;U))

� ‖Yt0‖L2(Ω;X)

which is finite by assumption. Assume now that t0 < t ≤ 2t0 and write

Yt = S(t− t0)
t0∫

0

S(t0 − ·)ΦdZ +
t∫

t0

S(t− ·)ΦdZ

which is possible by virtue of Lemma 3.9 and Proposition 3.5. For the first term on the 
right-hand side of the above equality, we obtain the estimate

‖S(t− t0)Yt0‖L2(Ω;X) ≤ MSeκSt0‖Yt0‖L2(Ω;X)

whose right-hand side is finite by assumption. Here and in the rest of the section, MS ≥ 1
and κS > 0 are finite constants such that the inequality ‖S(r)‖L (X) ≤ MSeκSr holds 
for every r ≥ 0. For the second term, it follows by Proposition 4.1, the ideal property of 
γ-radonifying operators, and Corollary 4.3 that∥∥∥∥∥∥

t∫
t0

S(t− ·)ΦdZ

∥∥∥∥∥∥
L2(Ω;X)

� ‖[R[0,t−t0]SΦ]∗‖γ(DH(0,t−t0;U),X)

= ‖[R[0,t−t0]R[0,t0]SΦ]∗‖γ(DH(0,t−t0;U),X)

� ‖[R[0,t0]SΦ]∗‖γ(DH(0,t0;U),X)

� ‖Yt0‖L2(Ω;X)

where again the last expression is finite by assumption. Thus, we have that ‖Yt‖L2(Ω;X) <

∞ holds for every t ∈ (0, 2t0]. Applying this result to t̃0 = 2t0 yields the claim for t ∈
(0, 4t0] and by continuing in this manner, statement 2) of the proposition is proved. �
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Lemma 4.5. Let U and {Un}n∈N be Hilbert spaces and let X be a Banach space. Let 
G ∈ γ(U , X ) and let {Rn}n∈N be a sequence of bounded linear operators Rn : U → Un

such that there is the convergence

lim
n→∞

‖Rnu‖Un
= 0

for every u ∈ U . Then

lim
n→∞

‖GR∗
n‖γ(Un,X ) = 0. (21)

Proof. If G = x ⊗ u for some x ∈ X and u ∈ U . Then it follows that GR∗
n = (Rnu) ⊗ x

and

lim
n→∞

‖GR∗
n‖γ(Hn,X ) = lim

n→∞
‖(Rnu) ⊗ x‖γ(Hn,X ) = lim

n→∞
‖Rnu‖Un

‖x‖X = 0.

Consequently, if G is of finite rank, then convergence (21) is satisfied. Now, if G is an 
operator from γ(U , X ) (not necessarily of finite rank), then there exists a sequence of 
finite rank operators {Gk}k∈N ⊂ L (U , X ) such that

lim
k→∞

‖Gk −G‖γ(U,X ) = 0. (22)

It follows that

‖GR∗
n‖γ(Un,X ) ≤ ‖G−Gk‖γ(U,X ) sup

m∈N
‖Rm‖L (U,Un) + ‖GkR

∗
n‖γ(U ,X )

by the ideal property of γ-radonifying operators. Consequently, there is the estimate

lim sup
n→∞

‖GR∗
n‖γ(Un,X ) ≤ ‖G−Gk‖γ(U,X ) sup

m∈N
‖Rm‖L (U,Um)

by the above reasoning for finite rank operators; and the claim of the lemma follows 
by convergence (22) and by the fact that supm∈N ‖Rm‖L (U,Un) is finite by the uniform 
boundedness principle. �
Proposition 4.6. If there exists t0 > 0 such that Yt0 is well defined, then the process 
(Yt)t≥0 is mean-square right continuous and, in particular, it admits a measurable ver-
sion.

Proof. By Proposition 4.4, the convolution integral Yt is a well defined element of 
L2(Ω; X) for every t ≥ 0. It will be shown that the process (Yt)t≥0 is mean-square 
continuous from the right. To this end, let 0 ≤ s < t ≤ τ be fixed and note that by 
virtue of Lemma 3.9 and Proposition 3.5, we can write
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Yt − Ys = [S(t− s) − IX ]
s∫

0

S(s− ·)ΦdZ +
t∫

s

S(t− ·)ΦdZ

where IX is the identity operator acting on the space X. Consequently, there is the 
following estimate:

‖Yt − Ys‖L2(Ω;X) ≤ I1(s, t) + I2(s, t)

where I1(s, t) and I2(s, t) are defined by

I1(s, t) :=

∥∥∥∥∥∥[S(t− s) − IX ]
s∫

0

S(s− ·)ΦdZ

∥∥∥∥∥∥
L2(Ω;X)

and

I2(s, t) :=

∥∥∥∥∥∥
t∫

s

S(t− ·)ΦdZ

∥∥∥∥∥∥
L2(Ω;X)

.

We have that for P -almost every ω ∈ Ω, the value Ys(ω) belongs to X. Therefore, 
for P -almost every ω ∈ Ω, we have by the strong continuity of the semigroup S that 
[S(t − s) − IX ]Ys(ω) tends to the zero element in X as t → s+. Moreover, since the 
estimate

‖[S(t− s) − IX ]Ys(ω)‖X ≤ ‖S(t− s) − IX‖L (X)‖Ys(ω)‖X ≤ (MSeκS(τ−s) + 1)‖Ys(ω)‖X

holds for P -almost every ω ∈ Ω and since E ‖Ys‖2
X < ∞, it follows by the dominated 

convergence theorem that limt→s+ I1(s, t) = 0. Assuming that 0 < t − s < t0, we have 
for I2(s, t) that

I2(s, t) � ‖[R[0,t−s]SΦ]∗‖γ(DH(0,t−s;U),X) = ‖SΦ∗
R∗

[0,t−s]‖γ(DH(0,t−s;U),X)

Now, for every g ∈ DH(0, t0; U), we have that limt→s+ ‖R[0,t−s]g‖DH(0,t−s;U) = 0 by 
Lemma A.15. Consequently, it follows by Lemma 4.5 that also limt→s+ I2(s, t) = 0. �

For convenience, Proposition 4.6 is restated by using the characterization in Proposi-
tion 4.1.

Corollary 4.7. If there exists t0 > 0 such that the finiteness condition

‖[R[0,t0]SΦ]∗‖γ(DH(0,t0;U),X) < ∞

is satisfied, then the process (Yt)t≥0 is mean-square right continuous and, in particular, 
it admits a measurable version.
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If S is an analytic semigroup, then there exists λ > 0 such that (λIX − A) is a non-
negative operator. Therefore, the fractional powers (λIX − A)α, α ≥ 0, can be defined; 
see, e.g., [45, section 2.6]. For 0 < α ≤ 1, denote by Xα the Banach space that is defined 
as the space Dom (λIX − A)α endowed with the graph norm of (λIX − A)α. For t > 0
and α ∈ (0, 1], denote also

Y α
t :=

t∫
0

(λIX −A)αS(t− ·)ΦdZ

whenever the integrand is strongly integrable with respect to the process Z. The defini-
tions are extended to allow for α = 0 by setting X0 := X and Y 0

t := Yt.

Proposition 4.8. Assume that the semigroup S is analytic. If there exists t0 > 0 and 
0 < α ≤ 1 such that the random variable Y α

t0 is well defined, then the process (Y α
t )t≥0 is 

mean-square right continuous and, in particular, it admits a measurable version.

Proof. The claim follows by repeating the proofs of Proposition 4.4 and Proposition 4.6
with Yt and SΦ replaced by Y α

t and (λIX −A)αSΦ, respectively. �
Corollary 4.9. Assume that the semigroup S is analytic. If there exists t0 > 0 and 0 ≤
α ≤ 1 such that the random variable Y α

t0 is well defined, then for every β1, β2 ≥ 0 such 
that β1 +β2 ≤ α, the process (Y β1

t )t≥0 is mean-square right continuous in the space Xβ2

and, in particular, it admits a measurable version there.

Proof. Note first that if κ > 0 and γ1, γ2 ≥ 0 are such that γ1 + γ2 ≤ κ, the operator 
(λIX −A)κ−(γ1+γ2) is invertible and there is the inequality

‖x‖2
Xγ2

≤ ‖(λIX −A)γ1+γ2−κ‖2
L (X,Xκ−γ1−γ2 )

×
[
‖(λIX −A)κ−(γ1+γ2)x‖2

X + ‖(λIX −A)κ−γ1x‖2
X

]
(23)

for x ∈ Xκ−γ1 . Note also that if t > 0 and 0 < δ ≤ 1 are such that ‖Y δ
t ‖L2(Ω;X) < ∞, 

then Yt ∈ Xδ and

Y δ
t = (λIX −A)δYt (24)

hold P -almost surely by Proposition 3.5 and Proposition 3.7. Now, if 0 ≤ β ≤ α, then 
the above inequality (23) (with γ1 = β, γ2 = 0) and equality (24) (with δ = β) yield

E ‖Y β
t − Y β

s ‖2
X � E ‖(λIX −A)α−β [Y β

t − Y β
s ]‖2

X = E ‖Y α
t − Y α

s ‖2
X

for 0 ≤ s < t. Consequently, for every 0 ≤ β ≤ α, the process (Y β
t )t≥0 is mean-square 

right continuous in X by Proposition 4.8. The general claim of the corollary then follows 
from the equality
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‖Y β1
t − Y β1

s ‖2
L2(Ω;Xβ2 ) = E ‖Y β1

t − Y β1
s ‖2

X + E ‖Y β1+β2
t − Y β1+β2

s ‖2
X

for 0 ≤ s < t by using the first part of the proof with β = β1 and β = β1 + β2. �
For convenience, Corollary 4.9 is restated by using the characterization in Proposi-

tion 4.1.

Corollary 4.10. Assume that the semigroup S is analytic. If there exists t0 > 0 and 
0 ≤ α ≤ 1 such that the finiteness condition

‖[R[0,t0](λIX −A)αSΦ
∗‖γ(DH(0,t0;U),X) < ∞

is satisfied, then for every β1, β2 ≥ 0 such that β1 + β2 ≤ α, the process (Y β1
t )t≥0 is 

mean-square right continuous in the space Xβ2 and, in particular, it admits a measurable 
version there.

In what follows, sufficient conditions for continuity of the integral process (Yt)t≥0 are 
given. The proof of Proposition 4.11 is based on the Kolmogorov-Chentsov theorem; 
however, in the literature on stochastic convolution in Banach spaces, the factorization 
method (see, e.g., [20,21]), γ-boundedness, or maximal inequalities (see, e.g., [34,62,65,
68,69,71,72]) can be also used.

Proposition 4.11. Assume that the semigroup S is analytic. Assume also that there exist 
constants β1 > 0 and β2 ≥ 0 such that β1 + β2 ≤ 1 and such that the following two 
conditions are satisfied:

(H1) There exists t0 > 0 such that the random variable Y β1+β2
t0 is well defined.

(H2) It holds that ‖Y β2
t ‖L2(Ω;X) � tβ1 for every t ∈ [0, τ ], τ > 0.

Then the process (Yt)t≥0 has a version with paths in C κ([0, τ ]; Xβ2) for every 0 ≤ κ < β1
and τ > 0.

Proof. Condition (H1) implies by Corollary 4.9 that all the processes (Yt)t≥0, (Y β2
t )t≥0, 

and (Y β1+β2
t )t≥0 are well defined and mean-square right continuous in X. Moreover, by 

the proofs of Proposition 4.6 and Corollary 4.9, we also have that for every τ > 0, it 
holds

sup
0≤t≤τ

‖Yt‖L2(Ω;X) � sup
0≤t≤τ

‖Y βi

t ‖L2(Ω;X) � sup
0≤t≤τ

‖Y β1+β2
t ‖L2(Ω;X) < ∞, (25)

for both i = 1, 2. Let 0 ≤ s < t ≤ τ be fixed and write

Yt − Ys = [S(t− s) − IX ]
s∫
S(s− ·)ΦdZ +

t∫
S(t− ·)ΦdZ.
0 s
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Since S is analytic, we have that S(r) : X → ∩∞
n=0 Dom An ⊂ Dom A for every r > 0. 

Hence, by [45, Theorem 1.2.4 (d)], it holds that

E ‖[S(t− s) − IX ]Ys‖2
Xβ2

= E

∥∥∥∥∥∥λ
t−s∫
0

S(u)Ysdu−
t−s∫
0

(λIX −A)S(u)Ysdu

∥∥∥∥∥∥
2

Xβ2

.

For the first integral, there is the estimate

E

∥∥∥∥∥∥λ
t−s∫
0

S(u)Ysdu

∥∥∥∥∥∥
2

Xβ2

≤ λ2

⎛⎝ t−s∫
0

‖S(u)‖L (X)du

⎞⎠2

E ‖Ys‖2
Xβ2

� (t− s)2 E ‖Y β2
s ‖2

X .

For the second integral, note that the operator A − λIX generates the semigroup 
(e−λrS(r), r ≥ 0). By [45, Theorem 2.6.13 (c)], there is the estimate

E

∥∥∥∥∥∥
t−s∫
0

(λIX −A)S(u)Ysdu

∥∥∥∥∥∥
2

Xβ2

� E

∥∥∥∥∥∥
t−s∫
0

eλu(λIX −A)1−β1e−λuS(u)(λIX −A)β1+β2Ysdu

∥∥∥∥∥∥
2

X

� E

⎛⎝ t−s∫
0

uβ1−1‖Y β1+β2
s ‖Xdu

⎞⎠2

≤ (t− s)2β1 E ‖Y β1+β2
s ‖2

X .

Thus, by appealing to (25), the following estimate is obtained:

E ‖[S(t− s) − IX ]Ys‖2
Xβ2

� (t− s)2β1 .

Now, we also have by Proposition 4.1 and assumption (H2) that

E

∥∥∥∥∥∥
t∫

s

S(t− ·)ΦdZ

∥∥∥∥∥∥
2

Xβ2

= E

∥∥∥∥∥∥
t∫

s

S(t− ·)ΦdZ

∥∥∥∥∥∥
2

X

+ E

∥∥∥∥∥∥
t∫

s

(λIX −A)β2S(t− ·)ΦdZ

∥∥∥∥∥∥
2

X

� ‖[R[0,t−s]SΦ]∗‖2
γ(DH(0,t−s;U),X)

+ ‖[R[0,t−s](λIX −A)β2SΦ]∗‖2
γ(DH(0,t−s;U),X)

� ‖Yt−s‖2
L2(Ω;X ) + ‖Y β2

t−s‖2
L2(Ω;X)
β2
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= ‖Yt−s‖2
Xβ2

� (t− s)2β1

and the proof is concluded by appealing to the fact that Yt − Ys has equivalent mo-
ments (see equivalence (19) and Proposition 2.2) and to the Kolmogorov continuity 
criterion. �
5. Applications

In this section, two applications are presented. In the first application, a parabolic 
equation of order 2m with distributed space-time noise of low time regularity is consid-
ered. This application extends the results of [20, section 5.2] to noise that is singular in 
time. In the second application, the heat equation with space-time noise of higher regu-
larity in time in the Neumann boundary condition is studied. This application extends 
some results of [25, section 5] from the Hilbert-space setting (in [25], the space L2(D) is 
considered) to the Banach-space setting (here, the space Lp(D) is considered) and [53]
to a noise that is more regular in time and that is possibly non-Gaussian (in [53], the 
driving noise is the Wiener process while here, for example, the Rosenblatt process can 
be considered).

5.1. Parabolic equation of order 2m with distributed singular noise in Lp(D)

Let D ⊆ Rd, d ∈ N, be a bounded open domain with smooth boundary ∂D. Let 
m ∈ N and let L̃2m be the differential operator of order 2m given by

L̃2m =
∑

|k|≤2m

ak∂
k

where ak ∈ C∞
b (D) and assume that L̃2m is uniformly elliptic. Let also η be space-time 

random noise that is fractional in time. Consider the parabolic equation on D perturbed 
by noise η at every point of D that is formally given by

(∂tu)(t, x) = (L̃2mu)(t, x) + ηt(x), (t, x) ∈ (0,∞) ×D, (26)

and that is subject to the initial condition

u(0, x) = u0(x), x ∈ D, (27)

and the Dirichlet boundary condition

(∂k
νu)(t, x) = 0, (t, x) ∈ (0,∞) × ∂D, k ∈ {0, 1, . . . ,m− 1}. (28)
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The problem (26) - (28) is given rigorous meaning as an abstract Cauchy problem for a 
linear stochastic evolution equation and the solution is sought in the mild form.

In particular, let p ≥ 2 and let L2m be the realization of the operator L̃2m in the 
space Lp(D) with the domain

Dom L2m =
{
f ∈ W 2m,p(D)

∣∣ ∂k
νf = 0 on ∂D for k ∈ {0, 1, . . . ,m− 1}

}
.

It is well-known that the operator L2m is sectorial. Let λ > 0 be such that (λI − L2m)
is positive and we denote by (S2m(t), t ≥ 0) the analytic semigroup generated by L2m. 
Let also H ∈ (0, 1/2) and let (Zt)t≥0 be an L2(D)-cylindrical H-fractional process that 
lives in a finite Wiener chaos (for example, the cylindrical fractional Brownian motion 
of H ∈ (0, 1/2) can be considered). Let also C ∈ L (L2(D)).3 The solution to problem 
(26) - (28) is then interpreted as the Lp(D)-valued stochastic process (Y 2m

t )t≥0 where

Y 2m
t :=

t∫
0

S2m(t− ·)CdZ, t ≥ 0. (29)

In what follows, sufficient conditions for the existence and space-time continuity of the 
above stochastic convolution integral are given. To this end, we begin with three simple 
lemmas.

Lemma 5.1. For every α ≥ 0 and t > 0, there is the following estimate:

‖(λI − L2m)αS2m(u)C‖γ(L2(D),Lp(D)) � u− d
4m−α, 0 < u ≤ t.

Proof. Note initially that there is the estimate

‖S2m(u)C‖γ(L2(D),Lp(D)) � u− d
4m , u > 0. (30)

Indeed, for u > 0, there is the inequality

‖S2m(u)C‖γ(L2(D),Lp(D)) ≤ ‖S2m(u)‖γ(L2(D),Lp(D))‖C‖L (L2(D))

and by appealing to Proposition 3.24 and to the estimate in [26, Theorem 1.1] for Green’s 
kernel of the semigroup S2m, we also have

‖S2m(u)‖γ(L2(D),Lp(D)) �

⎡⎢⎣∫
D

⎛⎝∫
D

u− d
m e−c

(
|x−y|2m

u

) 1
2m−1

dy

⎞⎠
p
2

dx

⎤⎥⎦
1
p

� u− d
4m

3 The noise η in equation (26) is modeled by ηt = CŻt where the dot represents the formal time derivative.
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where c is some finite positive constant. Now, for 0 < u ≤ t, we have that

‖(λI − L2m)αS2m(u)C‖γ(L2(D),Lp(D))

=
∥∥∥(λI − L2m)αS2m

(u
2

)
S2m

(u
2

)
C
∥∥∥
γ(L2(D),Lp(D))

≤ eλu
2

∥∥∥(λI − L2m)αe−λu
2 S2m

(u
2

)∥∥∥
L (Lp(D))

∥∥∥S2m

(u
2

)
C
∥∥∥
γ(L2(D),Lp(D))

and the claim follows by using [45, Theorem 2.6.13 c)] (since the operator (L2m − λI)
generates the semigroup (e−λrS2m(r), r ≥ 0)) and estimate (30). �
Lemma 5.2. For every α ≥ 0, β ≥ α, and t > 0, there is the following estimate:

‖(λI−L2m)α[S2m(u)−S2m(v)]C‖γ(L2(D),Lp(D)) � (u−v)β−αv−
d

4m−β , 0 < u < v ≤ t.

Proof. We have that

‖(λI − L2m)α[S2m(u) − S2m(v)]C‖γ(L2(D),Lp(D))

= ‖(λI − L2m)α[S2m(u− v) − I]S2m(v)C‖γ(L2(D),Lp(D))

�

∥∥∥∥∥∥
u−v∫
0

eλr(λI − L2m)1+α−βe−λrS2m(r)dr

∥∥∥∥∥∥
L (Lp(D))

× ‖(λI − L2m)βS2m(v)C‖γ(L2(D),Lp(D))

and the claim follows by using [45, Theorem 2.6.13 c)] and Lemma 5.1. �
Lemma 5.3. If d < 2m, H ∈ (d/4m, 1/2), and α ∈ [0, H − d/4m), then for every t ≥ 0, the 
convolution integral

Y α,2m
t :=

t∫
0

(λI − L2m)αS2m(t− ·)CdZ

is well defined and satisfies

‖Y α,2m
t ‖L2(Ω;Lp(D)) � tH−α− d

4m .

Proof. Let t > 0. By Proposition 4.1, Proposition 4.2, and Proposition 2.6 there is the 
estimate

‖Y α,2m
t ‖L2(Ω;Lp(D)) � ‖(λI − L2m)αS2m(·)C‖

Ẇ
1
2−H,2(0,t;γ(L2(D),Lp(D)))

.

By Lemma 5.1, there is the estimate
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t∫
0

‖(λI − L2m)αS2m(u)C‖2
γ(L2(D),Lp(D))du �

t∫
0

u−2α− d
2m du ∝ t1−2α− d

2m .

Choose β ∈ (1 − 2H + 2α, 1 − d/2m). Such a choice is possible since 2α < 2H − d/2m. By 
Lemma 5.2, there is the estimate

t∫
0

t∫
0

‖(λI − L2m)α[S2m(u) − S2m(v)]C‖2
γ(L2(D);Lp(D))|u− v|2H−2dudv

�
t∫

0

u∫
0

(u− v)β−2α+2H−2v−
d

2m−βdvdu

= B
(
β − 1 + 2H − 2α, 1 − d

2m − β

) t∫
0

u−2α+2H−1− d
2m du

∝ t2H−2α− d
2m

and the claim follows. �
The previous lemmas are now used to find sufficient conditions for the stochastic 

convolution (29) to be a process that is continuous in time and takes values in certain 
Bessel potential spaces.

Proposition 5.4. Assume that d < 2m and H ∈ (d/4m, 1/2). Then:

1. The convolution integral (Y 2m
t )t≥0 admits a version with paths in C κ([0, τ ];

H2mα,p
∂τ

(D)) for every α ∈ [0, H − d/4m) such that 2mα − 1/p /∈ {0, 1, . . . , m − 1}, 
every κ ∈ [0, H − d/4m − α), and every τ > 0. Here, the space H2mα,p

∂τ
(D) is defined 

by

H2mα,p
∂τ

(D)

:=
{
f ∈ H2m,p(D)

∣∣∣∣ ∂k
νf = 0 on ∂D for k ∈ {0, 1, . . . ,m− 1} : k < 2mα− 1

p

}
.

2. The convolution integral (Y 2m
t )t≥0 admits a version with paths in C κ([0, τ ];

H̃2mα,p
∂τ

(D)) for every α ∈ [0, H − d/4m) such that 2mα− 1/p =: l ∈ {0, 1, . . . , m − 1}, 
every κ ∈ [0, H − d/4m − α), and every τ > 0. Here, the space H̃2mα,p

∂τ
(D) is defined 

by

H̃2mα,p
∂τ

(D) := {f ∈ H2mα,p
∂τ

(D) | ∂l
νf ∈ H̃

1
p ,p(D)}

with
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H̃
1
p ,p(D) := {f ∈ H

1
p ,p(Rd) | supp f ⊂ D}.

Proof. It follows from Lemma 5.3 by appealing to Proposition 4.11 with β1 = H−d/4m−α

and β2 = α for α ∈ [0, H−d/4m) that (Y 2m
t )t≥0 has paths in C κ([0, τ ]; Dom (λI −L2m)α)

for every τ > 0. Since the operator (λI − L2m) has bounded imaginary powers by [54, 
Theorem 1.1], it holds that

Dom (λI − L2m)α = [Lp(D); Dom (λI − L2m)]α,

where [·; ·]θ denotes the complex interpolation functor, by [57, Theorem 1.15.3]. Finally, 
the claim of the proposition follows from [57, Theorem 4.3.3]. �

Finally, sufficient conditions for space-time continuity of the stochastic convolution 
(29) are given.

Proposition 5.5. If d < 2mp/(p + 2) and H ∈ (d/4m+d/2mp, 1/2). Then the integral (Y 2m
t )t≥0

admits a version with paths in the space

C κ([0, τ ]; C 2mα− d
p (D))

for every α ∈ (d/2mp, H − d/4m) such that 2mα − d/p /∈ N, every κ ∈ [0, H − d/4m − α), 
and every τ > 0.

Proof. The claim follows directly from the first part of Proposition 5.4 and the Sobolev 
embedding for the Bessel potential spaces from [57, Theorem 4.6.1 (e)]. �
Remark 5.6. Note that it follows from Proposition 5.5 that in the case of the heat equa-
tion in d = 1 driven by a fractional process of Hurst parameter H ∈ (1/4, 1/2), we can 
always find p, α, and κ for which space-time continuity of the solution occurs. 

5.2. Heat equation with regular Neumann boundary noise in Lp(D)

Let D ⊆ Rd be a bounded open domain with smooth boundary ∂D of finite surface 
measure. Consider the heat equation on D perturbed by fractional noise through the 
boundary ∂D that is formally given by

(∂tu)(t, x) = (Δxu)(t, x), (t, x) ∈ (0,∞) ×D, (31)

and that is subject to the initial condition

u(0, x) = 0, x ∈ D, (32)

and the Neumann boundary noise condition



P. Čoupek et al. / Journal of Functional Analysis 282 (2022) 109393 43
(∂νu)(t, x) = żt(x), (t, x) ∈ (0,∞) × ∂D. (33)

Here, ∂ν denotes the conormal derivative and ż denotes a noise term that is fractional 
in time and uncorrelated in space. The problem (31) - (33) is interpreted as an abstract 
Cauchy problem for a linear stochastic evolution equation driven by a cylindrical frac-
tional process. The solution to this problem is sought in the mild form which leads to the 
question of existence of a stochastic convolution integral. In particular, let H ∈ [1/2, 1)
and let (Zt)t≥0 be an L2(∂D)-cylindrical H-fractional process that lives in a finite Wiener 
chaos. We seek p > 1 such that the process (Yt)t≥0, still formally, given by

Yt :=
t∫

0

(λI − ΔN )SN (t− ·)BNdZ, t ≥ 0,

with some λ > 0 is Lp(D)-valued and measurable. Let us fix the following notation.

Notation. If U and V are two isomorphic Banach spaces, we write U � V.

Throughout this section, ΔN is the realization of the Neumann Laplacian in the space 
Lp(D) with the domain

Dom (ΔN ) = W 2,p
∂ν

(D) := {f ∈ W 2,p(D) | ∂νf = 0 on ∂D},

the family (SN (t), t ≥ 0) is the strongly continuous analytic semigroup of bounded linear 
operators acting on the space Lp(D) generated by ΔN , and BN is the Neumann boundary 
operator defined by BNg := v where v is the solution to the elliptic problem

(λI − Δ)v = 0 on D,

∂νv = g on ∂D. (34)

Initially, the above convolution integral (Yt)t≥0 is rigorously defined and to this end, 
we begin with some preliminary observations. For p > 1 and α ∈ [0, 2] \ {1 + 1/p}, we set

Hα,p
∂ν

(D) :=
{
Hα,p(D), α ∈ [0, 1/p + 1),
{f ∈ Hα,p(D) | ∂νf = 0 on ∂D}, α ∈ (1/p + 1, 2],

where Hα,p(D) denotes a Bessel potential space. For the purposes of the following lines, 
let p ∈ (1, 2].

• If α ∈ (1/p, 1/p + 1), then there is the following Sobolev embedding

ι1 : L2(∂D) ↪→ Wα−1− 1
p ,p(∂D).
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• If α ∈ (1/p, 1/p + 1) and λ > 0, then there exists a unique weak solution v in the 
Sobolev-Slobodeckii space Wα,p(D) (in the sense of [4, formula (9.4)]) to problem 
(34) for every g ∈ Wα−1− 1

p ,p(∂D) by [4, Theorem 9.2 and Remark 9.3 (e)]. Conse-
quently, for the Neumann boundary map BN it holds that

BN ∈ L (Wα−1− 1
p (∂D),Wα,p(D)).

• If α ∈ (1/p, 1/p + 1), then there is the following continuous embedding

ι2 : Wα,p(D) ↪→ Hα,p(D).

Indeed, it holds by [58, Proposition 3.2.4 (i)] that

Wα,p(D) � Fα
p,p(D) ↪→ Fα

p,2(D) � Hα,p(D).

• If α ∈ (0, 2) \ {1 + 1/p}, then it holds by [4, Theorem 5.2] that

Hα,p
∂ν

(D) � [Lp(D);W 2,p
∂ν

(D)]α
2

where [· ; ·]θ denotes the complex interpolation functor.
• For λ > 0, the operator (λI −ΔN ) is positive and, consequently, its fractional powers 

can be defined. Moreover, by [5, Example III.4.7.3 (d)], the operator (λI − ΔN ) has 
bounded imaginary powers and, consequently, it follows by [4, Remark 6.1 (d)] (see 
also [57, Theorem 1.15.3]) that

[Lp(D);W 2,p
∂ν

(D)]α
2

= [Dom (λI − ΔN )0; Dom (λI − ΔN )1]α
2
� Dom (λI − ΔN )α

2

whenever α ∈ (0, 2).

With these preparatory results, we obtain the following two lemmas that lead to a 
rigorous definition of the integrand. The first lemma is a simple consequence of the above 
claims.

Lemma 5.7. Let p ∈ (1, 2] and α ∈ (1/p, 1/p + 1). Then the composition

ΦN : L2(∂D) ι1
↪→ Wα−1− 1

p ,p(∂D) BN→ Wα,p(D) ι2
↪→ Hα,p(D) � Dom (λI − ΔN )α

2

is a bounded linear operator.

Lemma 5.8. Let p ∈ (1, 2] and λ > 0. Let also ΦN be the bounded linear operator from 
Lemma 5.7. The function [t �→ (λI −ΔN )SN (t)ΦN ] defined on (0, ∞) takes values in the 
space L (L2(∂D), Lp(D)).
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Proof. Let α ∈ (1/p, 1/p + 1) be arbitrary. By [45, Theorem 2.6.13 (c)], the following 
inequality that yields the claim is obtained for t > 0:

‖(λI − ΔN )SN (t)ΦN‖L (L2(∂D),Lp(D))

= ‖(λI − ΔN )1−α
2 SN (t)(λI − ΔN )α

2 ΦN‖L (L2(∂D),Lp(D))

� t
α
2 −1‖(λI − ΔN )α

2 ΦN‖L (L2(∂D),Lp(D)).

The finiteness of the right-hand side of the above inequality follows from Lemma 5.7. �
Let p ∈ (1, 2] and λ > 0 be fixed for the remainder of the subsection. In agreement 

with the convention of Section 4, the function [t �→ (λI − ΔN )SN (t)ΦN ] is understood 
as the map GN defined by

GN (ϕ, u)(t) := 〈ϕ, (λI − ΔN )SN (t)ΦNu〉 =
∫
D

ϕ(x)[(λI − ΔN )SN (t)ΦNu](x)dx, t > 0,

(35)
for ϕ ∈ (Lp(D))∗ and u ∈ L2(∂D). Sufficient conditions for the integral process (Yt)t≥0
where

Yt :=
t∫

0

GN (t− ·)dZ, t ≥ 0, (36)

to be a well defined Lp(D)-valued measurable process are given now. To this end, denote 
by gN the Green kernel of the semigroup SN ; that is, gN : (0, ∞) ×D ×D → R is the 
function such that the action of SN on f ∈ Lp(D) is given by

[SN (t)f ](x) =
∫
D

gN (t, x, y)f(y)dy, t > 0, x ∈ D.

Lemma 5.9. If H > d/2 − 1/2p, then

IH,p,gN (t0) :=
∫
D

⎡⎢⎣ t0∫
0

⎛⎝∫
∂D

|gN (s, x, y)|2dSy

⎞⎠ 1
2H

ds

⎤⎥⎦
pH

dx < ∞

holds for every t0 > 0.

Proof. We split the reasoning into two cases.
Step 1: The uncorrelated noise case H = 1/2. In this case, p ∈ (1, 2] needs to satisfy 

the inequality 1 + 1/p > d which only allows d = 1. By using the estimate
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|gN (s, x, y)| � s−
d
2 e−

|x−y|2
c
2 s , x ∈ D, y ∈ ∂D, s > 0, (37)

with some finite positive constant c from [26, Theorem 1.1], there is the estimate

I 1
2 ,p,gN

(t0) �
∫
D

⎡⎣ t0∫
0

∫
∂D

s−1e−
|x−y|2

cs dSyds

⎤⎦
p
2

dx

�
∫
D

⎡⎣ t0∫
0

s−1e−
ρ(x)2

cs ds

⎤⎦
p
2

dx

∝
∫
D

⎡⎢⎢⎣
ct0

ρ(x)2∫
0

1
r
e− 1

r dr

⎤⎥⎥⎦
p
2

dx

where

ρ(x) := inf
y∈∂D

|x− y|

is the distance of x ∈ D from the boundary ∂D. On the set D≤ := {x ∈ D |ct0 ≤ ρ(x)2}, 
the inner integral can be estimated by

ct0
ρ(x)2∫
0

1
r
e− 1

r dr ≤
1∫

0

1
r
e− 1

r dr =: c1 < ∞

and, as a consequence, we have that

∫
D≤

⎡⎢⎢⎣
ct0

ρ(x)2∫
0

1
r
e− 1

r dr

⎤⎥⎥⎦
p
2

dx < ∞. (38)

On D> := {x ∈ D | ct0 > ρ(x)2}, the inner integral can be estimated as follows:

ct0
ρ(x)2∫
0

1
r
e− 1

r dr ≤
1∫

0

1
r
e− 1

r dr +

ct0
ρ(x)2∫
1

1
r
dr = c1 + log

(
ct0

ρ(x)2

)

Consequently, we have that
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∫
D>

[
c1 + log

(
ct0

ρ(x)2

)] p
2

dx = 2

√
ct0∫

0

[
c1 + log

(
ct0
x2

)] p
2

dx

= 2
√
ct0

∞∫
1

y−2 (c1 + 2 log y)
p
2 dy

= 2
√
ct0

∞∫
0

(c1 + 2u)
p
2 e−udu

which is finite and thus it is shown that

∫
D>

⎡⎢⎢⎣
ct0

ρ(x)2∫
0

1
r
e− 1

r dr

⎤⎥⎥⎦
p
2

dx < ∞. (39)

Putting (39) and (38) together yields I 1
2 ,p,gN

(t0) < ∞.
Step 2: The regular noise case H ∈ (1/2, 1). In this case, only d = 1 and d = 2 can be 

considered. By using estimate (37), we obtain

IH,p,GN
(t0) �

∫
D

ρ(x)−dp+2pH

⎛⎜⎜⎝
2cHt0
ρ(x)2∫
0

r−
d

2H e− 1
r dr

⎞⎟⎟⎠
pH

dx. (40)

Now, if d = 2, we have that

∫
D

ρ(x)−2p+2pH

⎛⎜⎜⎝
2cHt0
ρ(x)2∫
0

r−
1
H e− 1

r dr

⎞⎟⎟⎠
pH

dx ≤

⎛⎝∫
D

ρ(x)−2p+2pHdx

⎞⎠⎛⎝ ∞∫
0

r−
1
H e− 1

r dr

⎞⎠pH

.

The first integral is convergent since −2p +2pH > −1 (this corresponds to the condition 
H > d/2 − 1/2p) and the second integral is the constant Γ(1/H − 1)pH . If d = 1, we split 
the integral (40) into two integrals. On the set D≤ := {x ∈ D | 2cHt0 ≤ ρ(x)2}, the inner 
integral can be estimated as follows:

2cHt0
ρ(x)2∫
0

r−
1

2H e− 1
r dr ≤

1∫
0

r−
1

2H e− 1
r dr =: c2 < ∞.

This means that we have the estimate
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∫
D≤

ρ(x)−p+2pH

⎛⎜⎜⎝
2cHt0
ρ(x)2∫
0

r−
1

2H e− 1
r dr

⎞⎟⎟⎠
pH

dx ≤ cpH2 c3 |D≤| (41)

where c3 := (diamD)−p+2pH . Since D is a bounded set, the right-hand side of estimate 
(41) is finite. On the other hand, on the set D> := {x ∈ D | 2cHt0 > ρ(x)2}, the inner 
integral can be estimated by

2cHt0
ρ(x)2∫
0

r−
1

2H e− 1
r dr ≤

1∫
0

r−
1

2H e− 1
r dr+

2cHt0
ρ(x)2∫
1

r−
1

2H dr = c2+ 1
1 − 1

2H

[(√
2cHt0
ρ(x)

)2− 1
H

− 1
]

and we obtain

∫
D>

ρ(x)−p+2pH

⎛⎜⎜⎝
2cHt0
ρ(x)2∫
0

r−
1

2H e− 1
r dr

⎞⎟⎟⎠
pH

dx

≤ 2

√
2cHt0∫
0

x−p+2pH

{
c2 + 1

1 − 1
2H

[(√
2cHt0
x

)2− 1
H

− 1
]}pH

dx.

Since the last integral converges, it follows that IH,p,gN (t0) < ∞. �
Lemma 5.10. There is the equality

GN (ϕ, u)(t) =
∫
D

∫
∂D

ϕ(x)gN (t, x, y)u(y)dSydx, t > 0,

for every ϕ ∈ (Lp(D))∗ and u ∈ C (∂D).

Proof. Let u ∈ C (∂D). Then it follows that BNu ∈ C 2(D) ∩ C (D). Consequently, for 
t > 0 and x ∈ D, it follows first by the symmetry of the kernel gN in the spatial variables 
and then by the second Green formula that

[(λI − ΔN )SN (t)ΦNu](x) =
∫
D

[(λI − ΔN,y)gN ](t, x, y)[BNu](y)dy

=
∫
D

gN (t, x, y) [(λI − ΔN )BNu](y)︸ ︷︷ ︸
=0

dy

+
∫
∂D

gN (t, x, y) [∂νBNu](y)︸ ︷︷ ︸dSy
=u(y)
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−
∫
∂D

[∂ν,ygN ](t, x, y)︸ ︷︷ ︸
=0

[BNu](y)dSy

=
∫
∂D

gN (t, x, y)u(y)dSy (42)

where dS is the surface measure on ∂D. Inserting formula (42) into equality (35) yields 
the claim. �
Lemma 5.11. If H > d/2 − 1/2p, then GN (ϕ, u) ∈ DH(0, t0) for every ϕ ∈ (Lp(D))∗, 
u ∈ C (∂D), and t0 > 0.

Proof. By using Proposition A.2, Lemma 5.10, the Minkowski inequality, and the Hölder 
inequality successively, the following estimate is obtained:

‖GN (ϕ, u)‖DH(0,t0) � S(∂D) 1
2 ‖ϕ‖(Lp(D))∗‖u‖C (∂D)I

1
p

H,p,gN
(t0)

and the claim follows by Lemma 5.9. �
Lemma 5.12. If H > d/2 − 1/2p, then∫

D

‖aN (x)‖pDH(0,t0;L2(∂D))dx < ∞

holds for every t0 > 0. Here, aN (x)(t, y) := gN (t, x, y) for t > 0, x ∈ D, and y ∈ ∂D.

Proof. By Proposition 2.6 and Proposition A.2, the integral can be estimated by 
IH,p,gN (t0) and the claim follows from Lemma 5.9. �
Lemma 5.13. If H > d/2 − 1/2p, then

G
∗
N (g ⊗ u)(x) = 〈aN (x), g ⊗ u〉DH(0,t0;L2(∂D)), x ∈ D,

holds for every t0 > 0, g ∈ C 1([0, t0]), and u ∈ C (∂D).

Proof. Let ϕ ∈ (Lp(D))∗. By Lemma 5.11, GN (ϕ, u) ∈ DH(0, t0) and by Lemma 5.10, 
it follows that

〈GN (ϕ, u), g〉DH(0,t0) =
∫
D

ϕ(x)
〈∫
∂D

gN ( · , x, y)u(y)dSy, g

〉
DH(0,t0)

dx. (43)

On the other hand, we also have that

〈GN (ϕ, u), g〉DH(0,t0) = 〈Gϕ, g ⊗ u〉DH(0,t0;L2(∂D)) = 〈ϕ,G∗
N (g ⊗ u)〉 (44)
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and a comparison of formulas (43) and (44) yields the claim. �
Proposition 5.14. If p ∈ (1, 2] is such that H > d/2 − 1/2p, then the process (Yt)t≥0

defined by formula (36) is a well defined Lp(D)-valued stochastic process that admits a 
measurable version.

Proof. By Lemma 5.12 and Lemma 5.13, the assumptions of Proposition 3.24 are satis-
fied for the operator G∗

N and therefore, it follows that G∗
N ∈ γ(DH(0, t0; L2(∂D)), Lp(D))

for any t0 > 0. The proof is concluded by appealing to Corollary 4.10. �
6. Concluding remarks

In the present article, stochastic integration of deterministic Banach-space-valued in-
tegrands with respect to, possibly infinite-dimensional, fractional processes that live in 
a finite sum of Wiener chaoses is treated. In particular, under two conditions, that are 
satisfied by many commonly used Banach spaces, the class of admissible integrands is 
characterized. The characterization is then used to find a necessary and sufficient con-
dition for the existence (and measurability) of a stochastic convolution integral that is 
the mild solution to a stochastic evolution equation with additive fractional noise. More-
over, continuity of the stochastic convolution is also treated. Let us make two concluding 
remarks.

Remark 6.1. In our main results, Theorem 3.21 and Theorem 3.22, the Banach space X
is assumed to be n-good with n ∈ N0 being the order of the Wiener chaos in which the 
fractional process lives. Even though it would seem that no such condition is needed when 
the integrator is a (Liouville) fractional Brownian motion, see [12,14,31,70], this is in fact 
not the case. When looking at (16), it follows that if the driving noise were Gaussian, 
which is the case in the articles mentioned above, then the sequence {IT (ek)}k would 
consist of independent Gaussian random variables and we would immediately obtain 
the γ-radonifying norm on the right-hand side of (16) without the need to assume the 
1-good property simply because every normed linear space is 1-good. On the other hand, 
if the driving process lives in a higher-order Wiener chaos (n ≥ 2), then {IT (ek)}k is not 
Gaussian so that in order to obtain the γ-radonifying norm, we need the n-good property 
to pass from {IT (ek)}k to a sequence {εk}k that consists of independent Gaussian random 
variables. As there are Banach spaces that fail to be n-good, see Corollary 3.19, this 
property needs to be assumed. What can be done, however, is that the reasoning can be 
split into two steps: First, the norm

‖A‖γn(DH(T ;U),X) := sup
{ek},{γk}

⎛⎝E

∥∥∥∥∥∑ γkAek

∥∥∥∥∥
2
⎞⎠ 1

2

, A ∈ L (DH(T ;U), X),

k X
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where the supremum is taken over all finite orthonormal sets {ek}k and {γk} in DH(T ; U)
and H ⊕n, respectively, can be defined similarly as in [37]. Then, without the need to 
assume that X is n-good, the equivalence

E‖ξ‖2
X � ‖G∗‖2

γn(DH(T ;U),X)

would be obtained. It would then be shown that if X is n-good, the norms
‖ · ‖γn(DH(T ;U),X) and ‖ · ‖γ(DH(T ;U),X) are equivalent. However, in the present pa-
per, we prefer to avoid this type of construction for the sake of simplicity. We also take 
into account that the most of commonly considered function spaces are n-good, see 
Corollary 3.15, and we prioritize working with these more standard state spaces. 

Remark 6.2. As far as stochastic integration for fractional processes is concerned, the 
natural next step would be to consider stochastic integrands which would allow to treat 
non-linear equations with non-linear multiplicative noise. However, even in the case of 
real-valued integrands and real-valued integrators, little is known in general and one 
usually appeals to the particular structure of the integrator. For example, for fractional 
Brownian motions or Rosenblatt processes, the stochastic integral can be defined as a 
composition of a certain fractional integral operator and the (in the case of Rosenblatt 
processes iterated) Skorokhod integral; see, e.g., [3,16] for the case of fractional Brownian 
motions, [2] for the case of more general Gaussian Volterra processes, and [18,60] for the 
case of Rosenblatt integrators. One would hope to circumvent the problems by employing 
the theory of rough paths; see, e.g., [28,29]. If the Hurst parameter H of the considered 
fractional process is greater than 1/2, the stochastic integral can be defined pathwise as a 
Young (or a generalized Riemann-Stieltjes) integral; see, e.g., [30,76,77]. If H is smaller 
than 1/2, one needs to be able to define iterated integrals of the integrator against itself 
in a reasonable manner in order to use the machinery of the rough paths theory and this 
is again usually done only for specific integrands; see, e.g. [44]. 
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Appendix A. Homogeneous fractional Sobolev spaces

In this appendix, we give a self-contained review of some results on homogeneous 
fractional Sobolev spaces that are needed in the paper; see, e.g., [9], [57], or [58].
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A.1. Homogeneous fractional Sobolev spaces on the real line

Definition A.1. Let d ∈ N and let s ∈ R be such that |s| < d/2. The homogeneous 
fractional Sobolev space Ẇ s,2(Rd) is defined as the space

Ẇ s,2(Rd) :=
{
F ∈ S ′(Rd;C)

∣∣∣∃hF ∈ L2(Rd;C) : F̂ = |x|−shF

}
equipped with the norm ‖ · ‖Ẇ s,2(Rd) that is defined by ‖F‖Ẇ s,2(Rd) := ‖hF ‖L2(Rd;C).

The bound 2s < d in the above definition is imposed to guarantee that |x|−sh is a tem-
pered function and we assume −d < 2s to have the space of Schwartz functions S (Rd)
included in Ẇ s,2(Rd). It is well-known that the space Ẇ s,2(Rd) is a separable complex 
Hilbert space that contains the space C∞

c (Rd; C) as a dense subset. The following result 
shows gives a connection between Ẇ s,2(Rd) and a certain Lebesgue space.

Proposition A.2. If 0 ≤ s < d/2, then

L
2d

d+2s (Rd;C) ⊆ Ẇ−s,2(Rd), Ẇ s,2(Rd) ⊆ L
2d

d−2s (Rd;C)

with the embeddings being continuous.

Proof. If f ∈ S (Rd; C), then

‖f‖Ẇ−s,2(Rd) = ‖|x|−sf̂‖L2(Rd;C) = Cs,d‖|x|s−d ∗ f‖L2(Rd;C) ≤ Cs‖f‖
L

2d
d+2s (Rd;C)

holds by Parseval’s equality and the Hardy-Littlewood-Sobolev inequality with some 
finite positive constant Cs and Cs,d. Now, S (Rd; C) is dense in L

2d
d+2s (Rd; C) and 

Ẇ−s,2(Rd) is embedded in (S ′, w∗). If f, g ∈ S (Rd; C), then

|〈f, g〉L2(Rd;C)| ≤ |〈f̂ , ĝ〉L2(Rd;C)| ≤ ‖|x|sf̂‖L2(Rd;C)‖|x|−sĝ‖L2(Rd;C)

≤ Cs,d‖|x|sf̂‖L2(Rd;C)‖g‖
L

2d
d+2s (Rd;C)

so that

‖f‖
L

2d
d−2s (Rd;C)

≤ Cs,d‖f‖Ẇ s,2(Rd)

and the embedding follows from the density above. �
Lemma A.3. Let s ∈ R be such that |s| < d/2 and let Q be a non-degenerate cube in Rd. 
Then the indicator function 1Q belongs to the space Ẇ s,2(Rd) if and only if −d/2 < s <
1/2.
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Proof. The indicator function 1Q belongs to the space Ẇ s,2(Rd) if and only if the integral

∫
Rd

|x|2s | sin(λ1x1)|2| sin(λ2x2)|2 · . . . · | sin(λdxd)|2
x2

1x
2
2 · . . . · x2

d

dx

is convergent with λ1, λ2, . . . , λd > 0. Clearly, the integral grows as s grows. Assume 
therefore, that 0 < s < d/2. In this case, we have that there is a finite constant C such 
that

d∑
j=1

∫
Rd

|xj |2s
| sin(λ1x1)|2| sin(λ2x2)|2 · . . . · | sin(λdxd)|2

x2
1x

2
2 · . . . · x2

d

dx = C

∞∫
0

x2s−2| sin x|2dx,

holds. The last integral is convergent if and only if s < 1/2. �
For a non-degenerate cube Q in Rd and F ∈

⊕
|s|< 1

2
Ẇ s,2(Rd), define the average 

JQF by

JQF := 1
|Q|

∫
Rd

F̂ (x)1̂Q(x)dx. (45)

Lemma A.4. For every F ∈
⊕

|s|< 1
2
Ẇ s,2(Rd) and a non-degenerate cube Q in Rd it 

holds that

lim
x→∞

Jx+QF = 0.

Moreover, if F ∈
⊕

|s|< 1
2
Ẇ s,2(Rd) can be represented as a tempered function, then

JQF = 1
|Q|

∫
Q

F (x)dx.

Proof. The first assertion is standard. As for the second assertion, let {ϕn}n be a mol-
lification of 1

|Q|1Q. Then it follows that

lim
n→∞

∥∥∥∥ 1
|Q|1Q − ϕn

∥∥∥∥
Ẇ s,2(R)

= 0

for every |s| < 1/2. Hence,

JQF = lim
n→∞

∫
d

F̂ (x)ϕ̂(x)dx = lim
n→∞

∫
d

F (x)ϕn(x)dx = 1
|Q|

∫
F (x)dx. �
R R Q
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For a ∈ Rd and r > 0, let {Qa,r
k }k∈Zd be a decomposition of Rd to cubes, i.e. Qa,r

k is 
defined by

Qa,r
k := a + r(k + [0, 1)d), k ∈ Zd.

For F ∈
⊕

|s|< 1
2
Ẇ s,2(Rd), define a step function Ma,rF , that vanishes at infinity, by

Ma,rF :=
∑
k∈Zd

(JQa,r
k

F )1Qa,r
k

where JQa,r
k

F is the average of F over the cube Qa,r
k defined by formula (45).

Lemma A.5. Let p ≥ 1 and s ∈ R be such that 0 < s < 1/p. Then there is a finite 
positive constant Cs,d,p that does not depend on the decomposition {Qa,r

k }k∈Zd such that 
the inequality

⎛⎝∫
Rd

∫
Rd

|(Ma,rf)(x) − (Ma,rf)(y)|p
|x− y|d+sp

dxdy

⎞⎠ 1
p

≤ Cs,d,p

⎛⎝∫
Rd

∫
Rd

|f(x) − f(y)|p
|x− y|d+sp

dxdy

⎞⎠ 1
p

holds for every f ∈ L1
loc(R

d).

Proof. Set Ik := k + I for k ∈ Zd where I := [0, 1)d and let β > −d − 1. Then there 
exists a finite positive constant Cβ,d such that∫

Ik

∫
Il

|x− y|βdxdy ≤ Cβ,d‖k − l‖β�∞

holds for every k, l ∈ Zd. Indeed, the claim is obvious if either ‖k−l‖�∞ = 0 or ‖k−l‖�∞ ≥
2. Suppose therefore, that ‖k− l‖�∞ = 1 and denote J := {j ∈ {1, 2, . . . , d} | |kj− lj | = 1}
and m := |J|. Clearly, we have that m ≥ 1 and

∫
Ik

∫
Il

|x− y|βdxdy =
∫
I

∫
I

⎛⎝ d∑
j=1

|xj − yj + |kj − lj ||2
⎞⎠

β
2

dxdy ≤ 2d
∫
2I

|z|m+βdz

by replacing yj by 1 −yj for every j ∈ J and by using the fact that for every non-negative 
function h ∈ L1(−1, 2) it holds that

1
2

1
2∫
1

h(z)dz ≤
1∫

0

1∫
0

h(x− y)dxdy ≤
1∫

−1

h(z)dz

− 2
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and

1∫
0

zh(z)dz ≤
1∫

0

1∫
0

h(x + y)dxdy ≤
2∫

0

zh(z)dz.

In particular, we have for every F ∈ L1
loc(R

d) and k �= l that∫
Ik

∫
Il

|(M0,1F )(x) − (M0,1F )(y)|p
|x− y|d+ps

dxdy

≤ Cd,s,p‖k − l‖−d−sp
�∞

⎛⎝∫
Ik

∫
Il

|F (x) − F (y)|dxdy

⎞⎠p

≤ C̃d,s,p

∫
Ik

∫
Il

|F (x) − F (y)|p
|x− y|d+sp

dxdy

holds with some finite positive constants Cd,s,p and C̃d,s,p by Hölder’s inequality. Finally, 
the general case is inferred for f ∈ L1

loc(R
d) by noting that

(Ma,rf)(x) = [M0,1f(a + r ·)]
(
x− a

r

)
, x ∈ Rd,

holds for every a ∈ Rd and r > 0. �
Lemma A.6. If 0 ≤ s < 1/2, then there is the convergence

lim
r→∞

sup
a∈Rd

‖Ma,rf − f‖Ẇ s,2(Rd) = 0

for every f ∈ Ẇ s,2(Rd).

Proof. Observe that for every t ∈ (s, 1/2) and every f ∈ Ẇ s,2(Rd), the estimate

‖f‖2
Ẇ s,2(R) =

∫
{
x∈Rd

∣∣ |x|<R
} |x|2s|f̂ |2dx +

∫
{
x∈Rd

∣∣ |x|≥R
} |x|2s|f̂ |2dx

≤ R2s‖f‖2
L2(R;C) + 1

R2(t−s) ‖f‖
2
Ẇ t,2(R)

holds for every R > 0. Consequently, it is obtained by Lemma A.5 that there exists a 
finite positive constant Ct,d such that

‖Ma,rϕ− ϕ‖2
˙ s,2 ≤ R2s‖Ma,rϕ− ϕ‖2

L2(R;C) + Ct,d ‖ϕ‖2
˙ t,2
W (R) R2(t−s) W (R)
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holds for every R > 0 and every ϕ ∈ C∞
c (Rd; C). Density of the space C∞

c (Rd; C) in the 
space Ẇ s,2(Rd) concludes the proof. �
Proposition A.7. If |s| < 1/2, then there exists a finite positive constant Cs,d such that 
the inequality

‖Ma,rF‖Ẇ s,2(Rd) ≤ Cs,d‖F‖Ẇ s,2(Rd)

is satisfied for every F ∈ Ẇ s,2(Rd). Moreover, there is the convergence

lim
r→0

sup
a∈Rd

‖Ma,rF − F‖Ẇ s,2(Rd) = 0

for every F ∈ Ẇ s,2(Rd).

Proof. The case 0 ≤ s < 1/2 is covered by Lemma A.5 and Lemma A.6. If ϕ, ψ ∈
S (Rd; C), then we have that

〈Ma,rϕ,ψ〉L2(R;C) = 〈ϕ,Ma,rψ〉L2(R;C).

Hence, there exists a finite positive constant Cs,d such that the inequality

‖Ma,rϕ‖Ẇ−s,2(Rd) ≤ Cs,d‖ϕ‖Ẇ−s,2(Rd)

is satisfied for every ϕ ∈ C∞
c (Rd; C) by duality. Since the space C∞

c (Rd; C) is dense in 
Ẇ−s,2(Rd), boundedness of Ma,r follows. The approximation property then follows from 
an interpolation argument similar to the one in Lemma A.6. �
Lemma A.8. For every |s| < 1/2 there exists a finite positive constant Cs such that the 
inequality

sup{‖1JF‖Ẇ s,2(R) | J interval in R} ≤ Cs‖F‖Ẇ s,2(R)

is satisfied for every F ∈ Ẇ s,2(R). Moreover, for every F ∈ Ẇ s,2(R) and x ∈ R, there 
are the convergences

lim
y→∞

‖1(y,∞)F‖Ẇ s,2(R) = 0,

lim
y→x

‖1(x,y)F‖Ẇ s,2(R) = 0.

Proof. For s = 0, the claim is clear. For 0 < s < 1/2, the claim is first proved for f ∈
C∞
c (R; C) by using the fractional Hardy’s inequality (see, e.g., [33]) and then extended 

to f ∈ Ẇ s,2(R) by a standard density argument. For −1/2 < s < 0, the claim follows 
from duality, interpolation, and Proposition A.2. �
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A.2. Homogeneous fractional Sobolev spaces on intervals

Definition A.9. Let T be an interval in R and let s ∈ R be such that |s| < 1/2. The 
homogeneous fractional Sobolev space Ẇ s,2(T ) is defined as the space

Ẇ s,2(T ) :=
{
F : C∞

c (T ) → R
∣∣∃F ∈ Ẇ s,2(R) : F |C∞

c (T ) = F and F |C∞
c (R \T ) = 0

}
equipped with the norm ‖ · ‖Ẇ s,2(T ) that is defined by ‖F‖Ẇ s,2(T ) := ‖F‖Ẇ s,2(R).

It should be noted that it follows from Lemma A.8 that if F ∈ Ẇ s,2(T ), its extension 
by zero outside T , denoted by F in Definition A.9, is unique. The following two propo-
sitions and the subsequent remark provide an alternative way of computing the norms 
of functions in the space Ẇ s,2(T ).

Proposition A.10. Let T be an unbounded interval in R and let 0 < s < 1/2. It holds that

Ẇ s,2(T ) =
{
f ∈ L

2
1−2s (T ;C)

∣∣∣ ‖|f‖|Ẇ s,2(T ) < ∞
}

where ‖| · ‖|Ẇ s,2(T ) is defined by

‖|f‖|Ẇ s,2(T ) :=

⎛⎝∫
T

∫
T

|f(x) − f(y)|2
|x− y|1+2s dxdy

⎞⎠ 1
2

.

Moreover, the norm ‖| · ‖|Ẇ s,2(T ) is equivalent to the norm ‖ · ‖Ẇ s,2(T ).

Proposition A.11. Let T be a bounded interval in R and let 0 < s < 1/2. It holds that

Ẇ s,2(T ) =
{
f ∈ L2(T ;C)

∣∣∣‖|f‖|Ẇ s,2(T ) < ∞
}

where the norm ‖| · ‖|Ẇ s,2(T ) is in the case of T being a bounded interval defined by

‖|f‖|Ẇ s,2(T ) :=

⎛⎝∫
T

|f(x)|2dx

⎞⎠ 1
2

+

⎛⎝∫
T

∫
T

|f(x) − f(y)|2
|x− y|1+2s dxdy

⎞⎠ 1
2

.

Moreover, the norm ‖| · ‖|Ẇ s,2(T ) is equivalent to the norm ‖ · ‖Ẇ s,2(T ).

Remark A.12. There is also a description of the space Ẇ s,2(T ) with −1/2 < s < 0 in 
terms of duality. However, for the purposes in the present paper, it is only remarked that 
if f ∈ L

2
1−2s (T ) with −1/2 < s < 0 and T a (bounded or unbounded) interval in R, then 

f ∈ Ẇ s,2(T ) and it holds that
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‖f‖Ẇ s,2(T ) �

⎛⎝∫
T

∫
T

f(x)f(y)
|x− y|1+2s dxdy

⎞⎠ 1
2

. 

A.3. Additional lemmas

In the first lemma, the norms of affine transformations of elements of homogeneous 
fractional Sobolev spaces are computed.

Lemma A.13. Let a, b ∈ R, a �= 0, and let T ⊆ R be an interval. Let T̃ ⊆ R be the 
interval for which the map g : T̃ → T given by g(x) = ax + b is a bijection. Let s ∈ R be 
such that |s| < 1/2, let F ∈ Ẇ s,2(T ) and define

(F )a,b(ϕ) := F

(
1
|a|ϕ

(
· − b

a

))
, ϕ ∈ C∞

c (T̃ ).

Then it holds that

‖(F )a,b‖Ẇ s,2(T̃ ) = |a|s− 1
2 ‖F‖Ẇ s,2(T )

Proof. Step 1. Initially note that for a tempered distribution F ∈ S ′(R), (F )a,b is 
defined by

(F )a,b(ϕ) := F

(
1
|a|ϕ

(
· − b

a

))
, ϕ ∈ S (R).

In this case, it follows for ϕ ∈ S (R) that the equality

(̂F )a,b(ϕ) = (F )a,b(ϕ̂) = F

(
1
|a| ϕ̂

(
· − b

a

))
= F (Φ̂a,b) = F̂ (Φa,b)

is satisfied with Φ being a Schwarz function that is given by

Φa,b(x) := eibxϕ(ax), x ∈ R .

Step 2. The claim of the lemma is proved for T = R now. To this end, let F ∈ Ẇ s,2(R). 
Then its Fourier transform F̂ is a tempered function and we have that

∞∫
−∞

(̂F )a,b(x)ϕ(x)dx = (̂F )a,b(ϕ) = F̂ (Φa,b) =
∞∫

−∞

1
|a|e

ib x
a F̂

(x
a

)
ϕ(x)dx

for ϕ ∈ S (R) by Step 1 so that

(̂F )a,b(x) = 1 eib x
a F̂

(x)
, x ∈ R .
|a| a
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Consequently, we have that

‖(F )a,b‖2
Ẇ s,2(R) =

∞∫
−∞

|x|2s
∣∣∣∣ 1
|a|e

ibx
a F̂

(x
a

)∣∣∣∣2 dx = |a|2s−1
∞∫

−∞

|x|2s|F̂ (x)|2dx

= |a|2s−1‖F‖2
Ẇ s,2(R).

Step 3: Let T ⊂ R be an interval and let T̃ ⊂ R be the interval for which g : T̃ → T is a 
bijection. Let F ∈ Ẇ s,2(T ) and let F be its extension by zero outside T . Define

(F )∗,a,b(ϕ) := F

(
1
|a|ϕ

(
· − b

a

))
, ϕ ∈ C∞

c (T̃ ).

Then we have for every ϕ ∈ C∞
c (T̃ ) that

(F )∗,a,b(ϕ) = F

(
1
|a|ϕ

(
· − b

a

))
= F

(
1
|a|ϕ

(
· − b

a

))
= (F )a,b(ϕ)

which implies that (F )∗,a,b = (F )a,b. By using this as well as the result of Step 2, we 
have that the chain of equalities

‖(F )∗,a,b‖2
Ẇ s,2(T̃ ) = ‖(F )∗,a,b‖2

Ẇ s,2(R) = ‖(F )a,b‖2
Ẇ s,2(R) = |a|2s−1‖F‖2

Ẇ s,2(R)

= |a|2s−1‖F‖2
Ẇ s,2(T )

holds and the claim is proved. �
Finally, the following lemmas concern some properties of a restriction to a subinterval.

Lemma A.14. Let T and T̃ be two intervals such that T̃ ⊆ T ⊆ R. Let s ∈ R be such that 
|s| < 1/2. If F ∈ Ẇ s,2(T ), then the restriction of F to the interval T̃ , F |T̃ , belongs to 
the space Ẇ s,2(T̃ ) and there exists a finite positive constant Cs such that the following 
inequality is satisfied:

‖F |T̃ ‖Ẇ s,2(T̃ ) ≤ Cs‖F‖Ẇ s,2(T ).

Proof. By Lemma A.8, it follows that

‖F |T̃ ‖Ẇ s,2(T̃ ) = ‖F |T̃ ‖Ẇ s,2(R) = ‖1T̃F‖Ẇ s,2(R) ≤ Cs‖F‖Ẇ s,2(R) = ‖F‖Ẇ s,2(T ). �
Lemma A.15. Let T ⊆ R be an interval and let s ∈ R be such that |s| < 1/2. Then for 
every x ∈ IntT and every F ∈ Ẇ s,2(T ) it holds that

lim ‖F |[x,y]‖Ẇ s,2(x,y) = 0.

y→x+
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Proof. It follows for y ∈ T , y > x, that

‖F |[x,y]‖Ẇ s,2(x,y) = ‖F |[x,y]‖Ẇ s,2(R) = ‖1[x,y]F‖Ẇ s,2(R)

is satisfied and the claim follows by Lemma A.8. �
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