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Abstract: In many video and image processing applications, the frames are partitioned into blocks,
which are extracted and processed sequentially. In this paper, we propose a fast algorithm for
calculation of features of overlapping image blocks. We assume the features are projections of the
block on separable 2D basis functions (usually orthogonal polynomials) where we benefit from the
symmetry with respect to spatial variables. The main idea is based on a construction of auxiliary
matrices that virtually extends the original image and makes it possible to avoid a time-consuming
computation in loops. These matrices can be pre-calculated, stored and used repeatedly since they
are independent of the image itself. We validated experimentally that the speed up of the proposed
method compared with traditional approaches approximately reaches up to 20 times depending on
the block parameters.

Keywords: overlapping block processing; feature extraction; orthogonal polynomials; orthogonal
moments

1. Introduction

In most image and video processing applications, image or video frame is partitioned
into blocks (usually overlapping ones) to make the processing local. Each block is then
processed separately. We focus on transformations, the goal of which is extracting features.
The features are stored in a memory location corresponding to the image block. Then, these
features are utilized as local image descriptors for recognition.

Traditional approaches in computer vision applications partition the image into smaller
two-dimensional blocks and process them sequentially, where a sequential double loop
over the blocks is carried out. However, the image matrix is usually stored in memory either
in a row-wise or column-wise order. As a result, accessing the entire matrix sequentially has
a predictable behavior from the perspective of memory since the accesses confine with the
spatial locality. On the other hand, when the image is processed in a block-wise sequence,
the memory access patterns are irregular, and thus cache misses and replacement increase.
The speed gap between the CPU and memory is considered a major drawback of computer
performance [1], making increased cache misses and replacement a performance issue [2].

To improve the performance of feature extraction, some processes have to be excluded,
namely partitioning the image into blocks, sequentially processing image blocks, and
accumulating the result. Motivated by this idea, a fast method for extracting local features
from overlapping blocks is introduced in this paper.
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The presented method may find applications wherever the block-wise image repre-
sentation has been used. We refer to a few sample papers where this approach was used
in various application areas—in plant biology [3], in fingerprint recognition [4], in face
recognition on infrared images [5], in facial expression classification [6], in optical flow esti-
mation [7], in denoising of medical images [8], tamper detection [9], image compression [10],
and in scalable video coding [11].

The paper is organized as follows. The main idea of the method is introduced in
Section 2. In Section 3, we present implementation details, complexity analysis, and
experimental comparison to traditional approaches.

2. The Proposed Algorithm

The main idea is to avoid a sequential processing of the blocks, which is usually
implemented as a slow “for” loop. We propose special auxiliary matrices that can be
pre-computed and and that transfer the sequential processing into a single-step one. Since
the auxiliary matrices do not depend on the image content, they can be stored and used
repeatedly for different images, which makes the method even more efficient.

Consider image I with the size of Ny × Nx partitioned into overlapped blocks of size
Sy × Sx each (as shown in Figure 1), such that the number of blocks is By × Bx, where

By =
Ny

Sy−2vy
and Bx = Nx

Sx−2vx
. Now, let us consider a separable integral transformation

with kernel function Unm(x, y) = Un(x)Um(y). This can stand for Fourier transform,
Laplace transform, z-transform, cosine transform, and many others, but we are particularly
interested in moment transform, where Un(x) is a polynomial of degree n (we refer to [12]
for more information about polynomials and moments in image analysis). The results of
this transformation, which is for a single block Bij, are given as

Mi,j
n,m =

Sx−1

∑
x=0

Sy−1

∑
y=0

Un(x)Um(y)Bi,j(x, y), (1)

are called moments of the block. We can arrange them into a moment matrix Mi,j
n,m , where n

and m are the orders of the moments.
Clearly, the computation of moments up to the given order can be expressed as a

matrix multiplication

Mi,j
n,m = UyBi,jUT

x (2)

where Ux and Uy represent the matrix of the discretized polynomials Un(x) and Um(y),
respectively. It is noteworthy that in most programming environments, such as MATLAB
and Python, the matrix multiplication is much faster than nested loops thanks to the Intel
Math Kernel Library (MKL) [13,14].

To compute the moments of all blocks of the image I using (2), we have

M =


UyB1,1UT

x UyB1,2UT
x · · · UyB1,Bx UT

x
UyB2,1UT

x UyB2,2UT
x · · · UyB2,Bx UT

x
...

...
. . .

...
UyBBy ,1UT

x UyBBy ,2UT
x · · · UyBBy ,Bx UT

x

, (3)

that can be equivalently rewritten into the form

M =


Uy O · · · O
O Uy · · · O
...

...
. . .

...
O O · · · Uy




B1,1 B1,2 · · · B1,Bx

B2,1 B2,2 · · · B2,Bx
...

...
. . .

...
BBy ,1 BBy ,2 · · · BBy ,Bx




Ux O · · · O
O Ux · · · O
...

...
. . .

...
O O · · · Ux


T

. (4)

In a shorter notation, Equation (4) can be expressed as
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M = RyIBRT
x . (5)

Matrix IB denotes the so-called extended image which is formed by the blocks of the
original image I arranged in such a way that they do not overlap one another, see Figure 2.

Figure 1. Image I with partitioned blocks.

Figure 2. Extended image IB formed by non-overlapping blocks extracted from I.
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An explicit construction of the extended image IB would be time consuming because
we would need to extract each block and shift it into a new location. So, we propose to
perform this process implicitly by multiplying I with “shift matrices” Ax and Ay

IB = AyIAT
x . (6)

Matrix Aα (where α stands for x or y) is a rectangular matrix of the size (Sα · Bα × Nα).
It is composed of Bα unit submatrices of the size Sα × Sα, which are arranged diagonally,
and in horizontal direction they are mutually shifted by vα.

Aα = (7)

Now, the computation of the moments can be performed directly without the necessity
of constructing the extended image. Substituting Equation (6) into Equation (5), we obtain

M = Ry

(
AyIAT

x

)
RT

x (8)

which can be further simplified to the form

M = QyIQT
x (9)

where Qx = RxAx and Qy = RyAy.
Equation (9) performs the main result of the paper. The moments of all blocks of I,

arranged into a matrix M (see Figure 3), can be calculated by a single matrix multiplication,
without any loops over the blocks and without construction of the extended image. The
matrices Qx and Qy depend only on the polynomial basis functions and on the block size
and overlap but do not depend on the image I at all. So, they can be pre-computed only
once and used repeatedly. Moreover, in most block-wise representations the blocks are
squares, their overlap is the same, and the kernel functions of the transform are the same in
both directions. Under these circumstances, the computation simplifies even more as we
have Ax = Ay and Rx = Ry.
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Figure 3. The matrix of moments of the original blocks.

Note that the proposed method is not restricted to 2D images. It can be generalized
for 3D signals by introducing a third matrix Az. Then, the algorithm performs analogously
to the 2D case, as can be seen from the flowchart in Figure 4 (for more elucidation, see
Algorithm 1).

Algorithm 1 Generate auxiliary matrices for moment computation.
Input: Nα, vα, Sα

Nα represents the size of the signal.
vα represents the overlap size.
Sα represents the block size. Output: Qα

1: Bα = Nα
Sα−2vα

. Compute number of blocks Bα

2: SB = Sα Bα . Total length of vector
3: Initialize Aα . Generate the matrix Aα

4: for i = 1 : Nα do
5: for j = 1 : SB do

6: if i =
((

j− dj/Sαe
)
2 vα

)
then

7: Aα(i, j) = 1
8: end if
9: end for

10: end for
11: Generate polynomial matrices Uα

12: Rα = I⊗Uα

13: Qα = Rα Aα
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Figure 4. The proposed algorithm to generate the matrices for overlapped block processing.

3. Performance Analysis

In this section, we present implementation details and an experimental analysis
of the proposed algorithm. First, the computation cost analysis is presented to show
the effectiveness of the proposed algorithm. Second, several numerical experiments are
performed on various public datasets and the performance is compared with traditional
methods. Finally, we present a similar experiment with 3D objects.

3.1. Computation Cost Analysis

In this section, we compare the computing complexity of our algorithm to traditional
methods. The implementation of the proposed algorithm consists of the four following
steps (which are described in Algorithms 1 and 2):

1. Input user-defined parameters: image size, block size, overlap size, polynomial basis,
and maximum moment order.

2. Matrices Uα, Rα, and Aα are generated.
3. Matrices Qα are calculated.
4. The moment matrix M is computed using (9).

For the traditional algorithms used in [15,16], the procedure is described in Algorithm 3.
Our hypothesis is that Step 3 of the traditional algorithms, which contains a “for” loop

that must be run By · Bx times is a bottleneck which makes the calculation slow. Below,
we verify this hypothesis experimentally for various setups of the input parameters and
various images (see Algorithm 2).

Algorithm 2 Moment computation using the proposed overlap block processing.
Input: Image I with parameters Nx, Ny, Sx, Sy, vx, and vy

Nx and Ny represent the size of the image.
Sx and Sy represent the block size in the x and y directions.
vx and vy represent the overlap size in the x and y directions.

Output: M
1: Generate polynomial matrices Qx and Qy using Algorithm 1
2: for each image in the dataset do
3: M = QyIQT

x . Computing moments
4: end for

3.2. Numerical Experiments

In the first experiments, we used the well-known “boat” image, see Figure 5. The
experiment was repeated 10 times with different values of image sizes (128× 128, 256× 256,
and 512× 512), different block sizes (8, 16, and 32), and different overlaps.
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Figure 5. Test image used in the experiment.

Table 1 depicts the computational time for image size of 128× 128. In addition, Table 1
includes the speed-up ratio between the proposed algorithm and existing works in [15,16]
(see Algorithm 3). The results show that the time required to compute the moments using
the proposed algorithm is less than the existing works [15,16] for all values of tested
moment orders (2, 4, and 8). In addition, the reported improvement (speed-up ratio) shows
that the proposed algorithm outperforms the existing works.

Algorithm 3 Moment computation using the traditional overlap block processing.
Input: Image I with parameters Nx, Ny, Sx, Sy, vx, and vy

Nx and Ny represent the size of the image.
Sx and Sy represent the block size in the x and y directions.
vx and vy represent the overlap size in the x and y directions.

Output: M
1: Generate polynomial matrices Ux and Uy

2: Bx = Nx
Sx−2vx

. Compute number of blocks in the x direction

3: By =
Ny

Sy−2vy
. Compute number of blocks in the y direction

4: for each image in the dataset do
5: for i do=1 to Bx
6: for j do=1 to By
7: Compute start and end indices (xstart, xend, ystart, yend) for block Bi,j
8: Extract block Bi,j

9: Mi,j = Uy Bi,j Ux . Compute moment for each block
10: end for
11: end for
12: end for

It is noteworthy that the speed-up factor decreases as the moment order increases. This
is because our algorithm does not alter the moment computation itself, it only efficiently
handles the blocks. For high-order moments, their computation takes more and more
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time and the impact of block handling is not so apparent. However, in most practical
applications one usually works with low-order moments only.

Table 1. Computation time comparison for image size of 128× 128.
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8 0 3.15 0.12 26.25 3.26 0.15 21.73 3.32 0.26 12.77

8 1 2.87 0.05 57.40 2.92 0.07 41.71 3.18 0.16 19.88

8 2 2.92 0.04 73.00 2.95 0.08 36.88 3.07 0.15 20.47

8 4 3.20 0.05 64.00 3.26 0.08 40.75 3.25 0.17 19.12

16 0 1.06 0.02 53.00 1.03 0.04 25.75 1.04 0.07 14.86

16 1 1.22 0.03 40.67 1.54 0.05 30.80 1.24 0.07 17.71

16 2 1.35 0.03 45.00 1.51 0.05 30.20 1.25 0.07 17.86

16 4 1.41 0.03 47.00 1.30 0.05 26.00 1.31 0.07 18.71

16 8 1.37 0.03 45.67 1.37 0.05 27.40 1.39 0.09 15.44

32 0 0.56 0.01 56.00 0.57 0.02 28.50 0.58 0.04 14.50

32 1 0.77 0.02 38.50 0.82 0.03 27.33 0.80 0.04 20.00

32 2 0.79 0.02 39.50 0.80 0.03 26.67 0.82 0.05 16.40

32 4 0.81 0.02 40.50 0.86 0.03 28.67 0.83 0.05 16.60

32 8 0.87 0.02 43.50 0.90 0.03 30.00 0.92 0.05 18.40

32 16 0.98 0.02 49.00 0.99 0.04 24.75 1.10 0.06 18.33

Average Improvement 47.93 29.81 17.40

We also repeated this series of experiments for images of the size 256× 256, 512× 512,
and 1024× 1024 pixels. The results are summarized in Tables 2–4, respectively. We can
observe that the results are consistent, but the overall improvement for the given block size
decreases as the image size increases. This is probably because the auxiliary matrices in our
algorithm are large and their multiplication is not as fast as in the case of smaller images.

In the second experiment, two different datasets have been employed—the ORL and
FEI facial datasets. The ORL face database, obtained from AT&T [17], has been used by
many researchers for evaluation purposes. It includes 40 distinct classes (persons). Each
class contains 10 images which were taken at different positions and lighting conditions.
The size of each image is 92× 112 pixels [18].

We calculated the block moments of all ORL images using the proposed method and
the reference method. We ran the experiment ten times and calculated the average time.
We used the blocks of the size 20× 16 with the overlap (0,0), (2,2), and (4,4). The results are
reported in Table 5; the time in milliseconds is an average over 10 runs and all images. As
in the previous experiment, we witness a significant speed up.
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Table 2. Computation time comparison for image size of 256× 256.

Order = 2 Order = 4 Order = 8
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8 0 11.95 0.56 21.34 9.59 0.58 16.53 9.98 1.26 7.92

8 1 9.52 0.20 47.60 10.36 0.40 25.90 9.91 1.00 9.91

8 2 9.57 0.17 56.29 9.63 0.43 22.40 9.95 0.81 12.28

8 4 9.99 0.21 47.57 10.04 0.47 21.36 10.65 0.98 10.87

16 0 2.76 0.09 30.67 2.81 0.21 13.38 2.97 0.42 7.07

16 1 3.19 0.09 35.44 3.19 0.20 15.95 3.52 0.42 8.38

16 2 3.26 0.09 36.22 3.24 0.19 17.05 3.48 0.41 8.49

16 4 3.56 0.09 39.56 3.38 0.20 16.90 3.78 0.44 8.59

16 8 4.05 0.12 33.75 3.82 0.23 16.61 3.93 0.47 8.36

32 0 1.17 0.08 14.63 1.22 0.13 9.38 1.30 0.21 6.19

32 1 2.36 0.07 33.71 1.61 0.11 14.64 1.63 0.20 8.15

32 2 1.76 0.08 22.00 1.49 0.11 13.55 1.67 0.20 8.35

32 4 1.96 0.08 24.50 1.61 0.12 13.42 1.67 0.20 8.35

32 8 1.82 0.08 22.75 1.83 0.10 18.30 1.91 0.21 9.10

32 16 2.39 0.09 26.56 2.17 0.11 19.73 3.14 0.24 13.08

Average Improvement 32.84 17.01 9.01

Table 3. Computation time comparison for image size of 512× 512.

Order = 2 Order = 4 Order = 8
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8 0 34.61 1.54 22.47 34.70 3.43 10.12 36.26 7.62 4.76

8 1 35.58 0.83 42.87 36.24 2.45 14.79 38.35 6.09 6.30

8 2 36.05 1.32 27.31 36.33 2.81 12.93 39.05 7.55 5.17

8 4 38.05 1.17 32.52 38.08 2.41 15.80 40.15 5.90 6.81

16 0 9.61 0.36 26.69 9.72 0.73 13.32 10.32 2.46 4.20

16 1 11.18 0.67 16.69 11.86 1.34 8.85 11.87 2.51 4.73

16 2 11.69 0.64 18.27 12.71 1.06 11.99 12.46 3.20 3.89

16 4 14.10 0.71 19.86 12.06 1.20 10.05 12.66 3.36 3.77

16 8 13.61 0.73 18.64 13.19 0.77 17.13 14.11 3.28 4.30
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Table 3. Cont.

Order = 2 Order = 4 Order = 8
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32 0 3.81 0.36 10.58 4.03 0.64 6.30 3.65 1.27 2.87

32 1 5.07 0.35 14.49 5.24 0.38 13.79 5.47 0.71 7.70

32 2 5.45 0.37 14.73 5.30 0.62 8.55 5.30 0.69 7.68

32 4 5.40 0.23 23.48 5.85 0.71 8.24 5.57 0.94 5.93

32 8 6.21 0.33 18.82 6.23 0.71 8.77 6.23 0.78 7.99

32 16 7.76 0.30 25.87 7.99 0.78 10.24 9.84 1.43 6.88

Average Improvement 22.22 11.39 5.53

Table 4. Computation time comparison for image size of 1024× 1024.

Order = 2 Order = 4 Order = 8
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8 0 134.58 9.51 14.15 136.34 23.55 5.79 144.51 53.93 2.68

8 1 140.77 9.94 14.16 142.47 23.47 6.07 147.35 49.68 2.97

8 2 142.26 7.04 20.21 144.32 20.93 6.90 156.78 48.73 3.22

8 4 147.96 7.73 19.14 149.74 21.07 7.11 160.01 55.23 2.90

16 0 38.26 4.95 7.73 39.31 9.33 4.21 40.82 24.04 1.70

16 1 43.34 4.94 8.77 44.07 10.34 4.26 47.84 20.32 2.35

16 2 44.94 5.00 8.99 44.88 9.08 4.94 48.97 20.65 2.37

16 4 46.51 5.04 9.23 46.20 9.26 4.99 50.93 23.68 2.15

16 8 51.29 5.12 10.02 50.56 10.17 4.97 56.11 19.70 2.85

32 0 14.41 2.57 5.61 14.02 4.94 2.84 14.56 9.28 1.57

32 1 19.57 2.59 7.56 20.29 5.29 3.84 20.15 6.10 3.30

32 2 19.86 2.61 7.61 19.23 5.01 3.84 20.35 7.87 2.59
32 4 20.73 2.69 7.71 19.93 5.01 3.98 21.66 9.70 2.23

32 8 23.58 2.64 8.93 23.52 4.88 4.82 26.74 9.87 2.71

32 16 29.60 2.73 10.84 29.10 4.48 6.50 41.20 8.49 4.85

Average Improvement 10.71 5.00 2.70



Symmetry 2022, 14, 715 11 of 13

The FEI dataset [19] is a Brazilian facial dataset composed of 200 faces. In the experi-
ment, we have included 10 images of each person with a size of 480× 640. The images show
various expressions and head poses. We used the block size of 48× 48 and five overlap
sizes as shown in Table 6. The results again show a substantial speed up in all settings.

Table 5. Computation time (in msec) and improvement for the proposed and reference algorithms on
the ORL dataset.

Overlap Size Traditional Algorithms Proposed Algorithm Improvement

(0,0) 1.381 0.137 10.12

(2,2) 1.762 0.151 11.70

(4,4) 2.518 0.167 15.07

Table 6. Computation time (in msec) and improvement for the proposed and reference algorithms
performed on the FEI dataset.

Overlap Size Traditional Algorithms Proposed Algorithm Improvement

(1,1) 13.715 5.298 2.59

(2,2) 14.334 5.361 2.67

(4,4) 15.857 5.497 2.88

(6,6) 18.965 5.619 3.38

(8,8) 20.943 5.863 3.57

Average 16.770 5.530 3.03

Finally, we tested the performance of the 3D version of our algorithm. We used
19 model images from the well known McGill benchmark dataset [20]. We alternated each
sample by shift and rotation such that 1252 versions of each object were generated, which
resulted in a total number of 23,788 objects. The Charlier polynomials are used in this
experiment [21]. The speed analysis for various block sizes and overlaps is given in Table 7.
The last column of the table shows the improvement factor.

Table 7. Computation time (msec) for the proposed and traditional algorithms in 3D.

Block Size Overlap Size Traditional Algorithm Proposed Algorithm Improvement

64× 64× 64

0, 0, 0 22.075 7.941 2.78

2, 2, 2 24.909 9.826 2.54

4, 4, 4 28.700 10.157 2.83

32× 32× 32

0, 0, 0 27.926 8.400 3.32

2, 2, 2 35.139 10.637 3.30

4, 4, 4 42.128 11.348 3.71

16× 16× 16

0, 0, 0 89.398 12.130 7.37

2, 2, 2 118.817 16.045 7.41

4, 4, 4 154.998 20.003 7.75

Average 4.56

4. Conclusions

In this paper, we proposed a method for fast calculation of features of overlapping
image blocks. The main idea is based on a construction of auxiliary matrices that virtually
“extend” the original image and make it possible to avoid time-consuming calculations in
loops. These matrices can be pre-calculated, stored, and used repeatedly since they are
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independent of the image itself. We verified experimentally that the speed up, compared
with the traditional approach, may be up to 20 times depending on the block parameters.
The method is applicable to the calculation of any integral features such as moments
and other transform coefficients (including Meixner [22] and Krawtchouk [23]), if the
multivariate basis functions of the transformation are separable. The algorithm may find
an application wherever a local, block-based image processing description and recognition
is required.
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