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Abstract
In this paper, buffer dynamic modeling for wireless sensor networks as a highly non-
linear system is accomplished in discrete time, different subsystems are achieved 
based on delay, and the overall model is gained by blending them. According to non-
linear dynamics point of view, considering delay in the analysis of congestion con-
trol schemes is of paramount importance. In this paper, an adaptive back-off interval 
selection works with the proposed robust controller. Based on queue utilization and 
channel estimation algorithm, congestion is detected and a suitable rate is selected 
by adaptive back-off interval selection. An augmented form of our proposed system 
is utilized for controller synthesis. A new approach is proposed for controller syn-
thesis based on non-quadratic and common quadratic Lyapunov candidates where 
the former is generalized to be more relaxed. Also, the monotonicity requirement of 
Lyapunov’s theorem is relaxed. The closed-loop systems are globally asymptotically 
stable in case of delay changes resulted from queue size changes. Extended simula-
tion results confirm the effectiveness of our proposed schemes.
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1 Introduction

A WSN is a sensor node collection which is distributed and organized in a net-
work to monitor different environmental or physical conditions as pressure, vibra-
tion, sound, temperature and motion to estimate the area or the monitored sys-
tem state. There exist several unique characteristics in WSNs which make them 
distinguished from traditional networks. First, there exist resource limitations in 
WSN nodes in communication bandwidth, memory, energy source and process-
ing power. Second, multi-hop tree topology is used where the sink is located at 
the tree’s root. Third, sensor nodes have peculiar traffic characteristics [25].

The complex nature of networks ends in a variety of research issues. Acous-
tic source localization in WSNs is studied in [23], secure data collection using 
chaotic compressed sensing in WSNs is presented in [17], distributed param-
eter estimation for univariate generalized distribution in sensor networks is 
addressed in [16], and the issue of resource allocation and cooperative spectrum 
sensing optimization in cognitive radio sensor networks with multi-channels is 
established in [32]. Also, special attention has been paid to the effect of noise 
on WSNs [5, 11, 33], bias-constrained optimal fusion filtering considering cor-
related noise in WSNs is studied in [33], soft fault detection for interval type-2 
fuzzy-model-based stochastic systems in WSNs is presented in [11] and H∞ fil-
tering for switched stochastic delayed systems with fading measurements in sen-
sor networks is addressed in [5].

Congestion is a critical issue in wireless networks. It occurs when either input 
load exceeds available capacity which ends in buffer overflow in node, or wireless 
channel is commonly used by multiple nodes which ends in collision, or when 
link bandwidth is reduced due to fading channels [30]. Due to the dominant role 
of WSNs in recent technologies, it is necessary to design more efficient conges-
tion control algorithms. Recently, a large and growing number of schemes are 
presented to address congestion control problem in WSNs [2, 4, 6, 8, 9, 13–15, 
18, 19, 21, 22, 24, 26, 28–30].

It should be highlighted that fading is quite probable in WSNs. It renders 
bandwidth reduction and ends in queue length increase and consequently delay 
increase. In this case, satisfactory performance is gained only if the resultant 
closed-loop system is stable, otherwise, performance degradation is achieved 
which ends in system instability. Fading is considered in decentralized predic-
tive congestion control (DPCC) [30], robust decentralized adaptive non-quadratic 
congestion control scheme (RDANQCC) [9] and decentralized non-common 
quadratic Lyapunov-based congestion control (DNCQLCC) [8].

Finite transmission speeds and traffic congestion renders delay in networks. 
Based on nonlinear dynamics point of view, considering delay in congestion con-
trol schemes is of paramount importance. In this regard, congestion controllers 
which are robust to delay changes are designed in [8, 9]. Also, in order to con-
sider delay in our system, buffer dynamic modeling for WSNs is accomplished 
in discrete time, different subsystems are achieved based on delay, and the over-
all model is gained by blending them [8, 9]. It is worth mentioning that unlike 



156 Circuits, Systems, and Signal Processing (2020) 39:154–174

[30] where the buffer occupancy error and the control effort are only considered 
at time instances n and n − 1 , respectively, they are considered at different time 
instances in [8, 9].

Stability analysis and controller synthesis of systems have been comprehen-
sively addressed during the last years. In this regard, Lyapunov-based approaches 
are of special concern [1, 10, 27]. In order to achieve less conservative stabil-
ity conditions, the monotonicity requirement of Lyapunov’s theorem is relaxed to 
enlarge the class of functions which can provide stability [7]. Unlike monotonic 
Lyapunov theorems that require Lyapunov function decrease in every single step, 
in nonmonotonic point of view, the Lyapunov function decreases every few steps; 
although, it can be locally increased. So, the Lyapunov function is not necessarily 
descent in every step and the enlargement of stability region is obtained which 
renders conservativeness reduction and better performance. It is worth mention-
ing that unlike [7] where a fixed Lyapunov function is considered for all subsys-
tems, different Lyapunov functions are utilized for different subsystems in our 
proposed approach.

In this paper, an augmented form of our proposed system is utilized for con-
troller synthesis to reduce conservativeness. The controller synthesis is accom-
plished based on non-quadratic Lyapunov candidates. The proposed scheme with 
non-quadratic Lyapunov candidate is generalized to be more relaxed, and the 
enlargement of stability region is obtained which renders conservativeness reduc-
tion. Also, the nonmonotonic point of view is generalized and used in this paper. 
In this regard, different Lyapunov functions are utilized for different subsystems. 
In this paper, a controller is designed in each approach and for each subsystem, 
and the overall controller for our proposed system is achieved by blending them. 
However, a controller is obtained to stabilize the whole system in [9]. Also, 
unlike [9] where the controller synthesis results are expressed in terms of ILMIs, 
in this paper, they are expressed in terms of LMIs which are numerically feasible 
using commercially available software. Finally, a set of novel congestion control 
schemes is proposed for WSNs where the resultant closed-loop systems are GAS 
in case of queue length changes and the consequent delay changes.

The reminder of this article is as follows: First, some preliminaries are stated. 
Next, we address the main results, followed by our approach performance which 
is assessed through simulation results, and finally we conclude our study.

2  Preliminaries

In this section, the buffer occupancy changes at a node, the adaptive and predic-
tive controller in [30], our proposed model [9], the controller synthesis results in 
RDANQCC and DNCQLCC and the comparison of DPCC [30], RDANQCC [9], 
DNCQLCC [8] and the proposed schemes are briefly presented.

Notations: Through this paper N,ℜ,ℜn,ℜn×m denote sets of natural numbers, 
real numbers, n component real vectors and n × m real matrices, respectively.
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2.1  Buffer occupancy changes at a node

Based on [30], buffer occupancy changes at the ith node in terms of outgoing and 
incoming traffic are given as:

where satc is the saturation function showing the behavior of finite-size queue, qi(n) 
is the ith node buffer occupancy at time instant n , T  is the measurement interval, 
ui(n) is the rate of regulated incoming traffic, fi(⋅) is a dictated outgoing traffic by 
node located at the next hop which is disturbed by channel variations and d(n) is the 
traffic disturbance which is unknown. In order to estimate the outgoing traffic, it is 
essential to calculate and propagate ui(n) as a feedback to the (i − 1)th node.

Considering qid as the desired buffer occupancy at the ith node, the buffer 
occupancy error ebi(n) = qi(n) − qid is as follows:

2.2  The adaptive and predictive controller in DPCC

If the outgoing traffic fi(.) is unknown, the traffic rate input is as follows [30]:

where �bv is the gain parameter and f̂i(ui+1(n)) is the estimate of fi(ui+1(n)) . The 
error of buffer occupancy at time instant n + 1 is:

where f̃i(ui+1(n)) = fi(ui+1(n)) − f̂i(ui+1(n)) is the estimation error of the outgoing 
traffic.

If there is no estimation error, the traffic estimate is defined as [30]:

where �̂�i(n) is the actual vector of traffic parameter, f̂i(ui+1(n)) is the estimation of 
unknown outgoing traffic and fi(n − 1) is the past value of outgoing traffic. If param-
eter �i is updated as:

provided 𝜆‖‖ui(n)‖‖2 < 1 and 𝜅fv max < 1∕
√
𝛿 where � is the adaptation gain, �fv max 

the maximum singular value of �fv , � = 1∕[1 − � ‖‖ui(n)‖‖2] and efi(n) = fi(n) − f̂i(n) , 
then the mean estimation error of �i along with queue utilization mean error con-
verges to zero asymptotically [30].

(1)qi(n + 1) = satc[qi(n) + Tui(n) − fi(ui+1(n)) + d(n)]

(2)ebi(n + 1) = Satc[ebi(n) + Tui(n) − fi(ui+1(n)) + d(n)]

(3)ui(n) = Satp

(
f̂i(ui+1(n)) + (𝜅bv − 1) ebi(n)

T

)

(4)ebi(n + 1) = Satp[kbvebi(n) + f̃i(ui+1(n)) + d(n)]

(5)f̂i(ui+1(n)) = �̂�i(n)fi(n − 1)

(6)�̂�i(n + 1) = �̂�i(n) + 𝜆ui(n)efi(n + 1)
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Remark 1 It is important to note that (3) ignores fading channels and detects conges-
tion just by monitoring the buffer occupancy. Since the transmitted packets are not 
decoded in fading channels, they will be dropped at the receiver and end in retrans-
mission increase. So, in order to mitigate congestion due to fading channels, the rate 
from (3) has to be decreased when the transmission power calculated by the DPC 
scheme [31] exceeds the maximum threshold. This is accomplished by an adaptive 
technique which selects virtual rates and back-off intervals for a given node. Back-
off interval selection for nodes plays an important role to decide which node can 
access the channel. The back-off interval at the ith node is defined as BOi , and it 
is denoted that VRi = 1∕BOi , where VRi is the ith node virtual rate. The ith node 
actual rate is as follows:

where B(t) is channel bandwidth, VRi is the ith node virtual rate and TVRi(t) is the 
sum of all virtual rates of all neighbors Si [30].

Thereafter, (7) is differentiated and transformed to discrete-time domain using 
Euler’s formula. The back-off interval for each node and the estimation of variation 
of back-off intervals of flows at the neighboring nodes from time instant n to n + 1 is 
obtained based on the adaptive back-off interval selection established in [30].

In this regard, the back-off interval of the node at time instant n + 1 is as follows:

where vi(n) is selected as [30]:

where �i(n) is the ratio between the actual and used virtual rate at time instant n,kv 
is the feedback gain parameter, ei(n) = Ri(n) − fi(n) is the throughput error and the 
variable �̂�i(n) is the estimate of variation of back-off intervals of flows at the neigh-
boring nodes from time instant n to n + 1 which is updated as [30]:

provided

where kvmax is the maximum singular value of kv , � is the adaptation gain and 

� = 1
/
(1 − �‖‖Ri(n)

‖‖2)

(7)Ri(t) =
B(t) ⋅ VRi(t)∑

l∈Si
VRl(t)

=
B(t) ⋅ VRi(t)

TV Ri(t)

(8)BOi(n + 1) = 1
/
vi(n)

= 1
/
VRi(n + 1)

(9)vi(n) =
fi(n) − Ri(n)�̂�i(n) − 𝜅vei(n)

𝜉i(n)

(10)�̂�i(n + 1) = �̂�i(n) + 𝜎Ri(n)ei(n + 1)

(11)1)𝜎��Ri(n)
��2 < 1 and 2)kvmax < 1∕

√
𝛿
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Remark 2 Since our scheme is decentralized, model formulation and controller syn-
thesis results are presented for each node. So, for the sake of simplicity, the index “i” 
which is used to show the ith node is omitted in our scheme.

2.3  The proposed system

The proposed model is as follows [9]:

where x(n) =
[
eb(n) eb(n − 1) … eb(n − o) u(n − 1) … u(n − p) s(n)

]T
∈ ℜz 

includes buffer occupancy errors eb(n − o)(pkts) (Eq. 2), regulated incoming traffic 
rate (control effort) u(n − p) at different time instances(pkt/sec) and the integrator 
S(n) =

n∑
m=0

eb(m) ∈ ℜ(pkt). Also, o, p ∈ N are the number of states where o + 1 and 

p are the number of buffer occupancy error and control effort states, respectively, 
Aj ∈

{
A1 A2 … Ar

}
∈ ℜz×z and Bj ∈

{
B1 B2 … Br

}
∈ ℜz are known constant 

matrices for system description showing the jth subsystem, z ∈ N is the number of 
state variables, r ∈ N is the number of subsystems obtained due to queue size 
increase which renders delay increase in system and finally, �j(n) indicates which 
subsystem is chosen based on delay ( 

r∑
j=1

�j(n) = 1 and �j(n) can be either 0 or 1).

2.4  The controller synthesis results in RDANQCC and DNCQLCC

The controller synthesis results in RDANQCC and DNCQLCC are as follows:

Theorem  1 [30] System (12) with u(n) = kx(n) as the control effort is GAS if 
there exists a set of symmetric positive definite (PD) matrices Pi and Pm for every 
i, j,m ∈ L (L =

{
1 2 … r

}
) such that (13) is satisfied:

Remark 3 The control problem in DPCC [30] and RDANQCC [9] is solved offline; 
however, outgoing estimation is accomplished online.

Remark 4 Although calculating k in Theorem  1 is complex, but it is once done 
offline and a fixed vector k is achieved, afterward our fixed proposed controller gain 
k is applied to WSN, and it is not changing in WSN when the parameters of WSN 
are changing. So, in case of applying our controller in WSN, there is no complexity 

(12)

x(n + 1) =

r∑
j=1

�j(n)(Ajx(n) + Bju(n))

r∑
j=1

�j(n) = 1, �j(n) ∈ {0, 1}

(13)
[

Pm (Aj + Bjk)
T

(Aj + Bjk) P−1
i

]
> 0
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and using a fixed k is neither time consuming nor needs much processing and con-
gestion control is easily accomplished in WSN.

Theorem 2 [8] System (12) with u(n) =
r∑

j=1

�jNj(
r∑

i=1

�iGi)
−1x(n) as the control effort is 

GAS if there exists a set of symmetric positive definite (PD) matrices Pj ∈ ℜz×z and 
Gi ∈ ℜz×z and Nj ∈ ℜ1×z for every i, j,m, c ∈ L (L =

{
1 2 … r

}
) such that (14) is 

satisfied:

and the controller gains are Fji = NjG
∗−1
i

 where G∗
i
=

r∑
i=1

�iGi.

2.5  Comparison of DPCC [30], RDANQCC [9], DNCQLCC [8] and the proposed 
schemes

• Unlike [2, 4, 6, 13–15, 18, 19, 21, 22, 24, 26, 28, 29], congestion resulted from 
fading channels in dynamic environments is addressed in DPCC [30], RDAN-
QCC [9], DNCQLCC [8] and this paper.

• In DPCC [30] and our previous schemes [8, 9] and this paper, an adaptive back-
off interval selection works with the proposed robust controller. Based on queue 
utilization and channel estimation algorithm, congestion is detected and a suit-
able rate is selected by adaptive back-off interval selection.

• Unlike DPCC [30] and previous schemes [2, 4, 6, 13–15, 18, 19, 21, 22, 24, 26, 
28, 29], robustness to delay changes resulted from queue size changes is consid-
ered in [8, 9] and this paper. Since our model includes delay, it is more realistic 
comparing with [30] and unlike [30], controller synthesis is presented in case of 
delayed systems.

• Unlike DPCC [30] and [2, 4, 6, 13–15, 18, 19, 21, 22, 24, 26, 28, 29], buffer 
dynamic modeling for WSNs is accomplished in discrete time, different subsys-
tems are achieved based on delay, and the overall model is gained by blending 
them in [8, 9] and this paper.

• Unlike DPCC [30] where the buffer occupancy error and the control effort are 
only considered at time instances n and n − 1 , respectively, they are considered at 
different time instances in [8, 9] and this paper.

• The gain parameter kbv is an important factor in the design of controller in DPCC 
[30], and DPCC is highly dependent on it. However, unlike [30], our controllers 
in [8, 9] and this paper are not dependent on kbv.

• Unlike [9] where a controller is obtained to stabilize the whole system, in [8] and 
this paper, in each approach and for each subsystem, a controller is designed and 
the overall controller for our proposed system is achieved by blending them.

• Unlike [9] where the results of controller synthesis are presented in terms of 
ILMIs, in [8] and this paper, LMIs are used for controller synthesis which are 
numerically feasible using commercially available software.

(14)
[

Pj (AjGi + BjNj)
T

(AjGi + BjNj) Gm + GT
m
− Pc

]
> 0
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• Unlike DPCC [30], previous schemes [2, 4, 6, 13–15, 18, 19, 21, 22, 24, 26, 28, 
29] and our previous schemes [8, 9], in this paper, an augmented form of our 
proposed system is utilized for controller synthesis.

• Unlike DPCC [30], previous schemes [2, 4, 6, 13–15, 18, 19, 21, 22, 24, 26, 28, 
29], and our previous schemes [8, 9], in this paper, in order to achieve less con-
servative stability conditions, the Lyapunov theorem monotonicity requirement 
is relaxed to enlarge the class of functions which can provide stability [7].

• The controller synthesis is presented based on different Lyapunov candidates.
• The control signals in DPCC [30], our previous schemes [8, 9] and this paper are 

different from each other.
• Unlike DPCC [30] and previous schemes [2, 4, 6, 13–15, 18, 19, 21, 22, 24, 26, 

28, 29], our congestion control strategies in [8, 9] and this paper are presented for 
WSNs and in case of delay changes resulted from queue size changes, the closed-
loop systems are GAS.

3  Main result

In this section, an augmented form of our proposed system is utilized for control-
ler synthesis to reduce conservativeness. Afterward, a new approach is proposed 
for controller synthesis of our WSN system, and the resultant congestion control-
ler based on augmented decentralized non-common quadratic Lyapunov-based con-
gestion control (ADNCQLCC) is achieved. Thereafter, for computation cost reduc-
tion, a novel approach is presented for controller synthesis of our WSN system, 
and a congestion controller based on augmented decentralized common quadratic 
Lyapunov-based congestion control (ADCQLCC) is gained. Finally, the proposed 
scheme with non-quadratic Lyapunov candidate is generalized to be more relaxed 
and the enlargement of stability region is obtained which renders conservativeness 
reduction, and a congestion controller based on generalized augmented decentral-
ized non-common quadratic Lyapunov-based congestion control (GADNCQLCC) 
is presented. In this paper, the monotonicity requirement of Lyapunov’s theorem 
is relaxed which renders enlargement of stability region and performance improve-
ment. In each approach, a controller is designed for each subsystem, and the over-
all controller for our proposed system is achieved by blending them. The controller 
synthesis results are presented in terms of LMIs. Finally, a set of novel congestion 
control schemes is proposed for WSNs where the resultant closed-loop systems are 
GAS in case of queue length changes and the consequent delay changes.

Lemma 1 [20]: If matrices Cm and Sm have appropriate dimensions and Sm is (PD), 
then

(15)CT

m
S−1
m
Cm ≥ CT

m
+ Cm − Sm
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By defining the control effort as:

One has the following result:

Theorem 3 System (12) with the control effort (16) is GAS, if
There exists a set of symmetric (PD) matrices Pj ∈ ℜz×z and P̄j ∈ ℜz×z and 

matrices Gj ∈ ℜz×z and Fj ∈ ℜ1×z for every i, j ∈ L (L =
{
1 2 … r

}
) such that 

the following LMIs (17, 18) are satisfied:

moreover, the controller gains are given by:

Proof First the existence of G−1
j

 should be checked. If (Eq. 18) is hold true, we have:

So GT

j
+ Gj − P̄j > 0 which can be written as GT

j
+ Gj > P̄j . Since P̄j ∈ ℜz×z is 

considered symmetric (PD) matrix, it can be concluded that GT

j
+ Gj > 0.

If Gj is not invertible, there exists a non-zero �j ∈ ℜ1×z where Gj�j = 0 ( �j is in 
Gj null space). Since GT

j
+ Gj > 0 , so 𝛱T

j
(GT

j
+ Gj)𝛱j > 0,which can be written as 

𝛱T

j
GT

j
𝛱j +𝛱T

j
Gj𝛱j > 0 or (Gj𝛱j)

T𝛱j +𝛱T

j
(Gj𝛱j) > 0 , since Gj�j = 0 , we have 

0 + 0 > 0 (incorrect), so there exists no �j where Gj�j = 0 , and so Gj is invertible.

Based on (12) and the control effort (16) and defining Ac(n) ≜
r∑

j=1

�j(n) (Aj + BjNj) , 

we have:

(20) is an augmented form of (12) where both x(n + 1) and x(n) are considered 
and x(n + 2) is presented based on x(n) . It is worth mentioning that our controller 

(16)u(n) =

[
r∑

j=1

�jNj

]
x(n)

(17)
[

P̄j (AjGj + BjFj)
T

(AjGj + BjFj) GT

i
+ Gi − Pi

]
> 0

(18)
[

Pj (AjGj + BjFj)
T

(AjGj + BjFj) GT

i
+ Gi − P̄i

]
> 0

(19)Nj = FjG
−1
j

[
0 I

][ Pi (AiGi + BiFi)
T

(AiGi + BiFi) GT

j
+ Gj − P̄j

][
0

I

]
> 0 i, j ∈ L

(20)
[
x(n + 2)

x(n + 1)

]
=

[
0 Ac(n + 1)Ac(n)

I 0

][
x(n + 1)

x(n)

]
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synthesis results are presented based on (20) where (12) can be easily obtained. 
Consider the following Lyapunov candidate,

where

and we have:

The difference function is given as:

which in turn implies that:

and can be rewritten as:

Considering x(n + 1) = Ac(n) x(n) , (27) can be written as:

(21)V(x(n)) =

[
x(n + 1)

x(n)

]T[
P(n + 1) 0

0 P(n)

][
x(n + 1)

x(n)

]

(22)P(n) = G̃T(n)P̃(n)G̃(n)

(23)G̃(n) =

(
r∑

j=1

𝛽j (n)Gj

)−1

(24)P̃(n) =

r∑
j=1

(𝛽j (n)Pj)

(25)

ΔV = V(x(n + 1)) − V(x(n))

=

⎡
⎢⎢⎣
x(n + 2)

x(n + 1)

⎤
⎥⎥⎦

T⎡
⎢⎢⎣
P(n + 2) 0

0 P(n + 1)

⎤
⎥⎥⎦

⎡
⎢⎢⎣
x(n + 2)

x(n + 1)

⎤
⎥⎥⎦
−

⎡
⎢⎢⎣
x(n + 1)

x(n)

⎤
⎥⎥⎦

T⎡
⎢⎢⎣
P(n + 1) 0

0 P(n)

⎤
⎥⎥⎦

⎡
⎢⎢⎣
x(n + 1)

x(n)

⎤
⎥⎥⎦

(26)

ΔV =

[
x(n + 1)

x(n)

]T([
0 A

c
(n + 1)A

c
(n)

I 0

]T[
P(n + 2) 0

0 P(n + 1)

][
0 A

c
(n + 1)A

c
(n)

I 0

]

−

[
P(n + 1) 0

0 P(n)

])[
x(n + 1)

x(n)

]

(27)

ΔV =

[
x(n + 1)

x(n)

]T [
0 0

0 AT
c
(n)AT

c
(n + 1)P(n + 2)Ac(n + 1)Ac(n) − P(n)

][
x(n + 1)

x(n)

]

(28)

ΔV = xT(n)
[
AT
c
(n) I

][ 0 0

0 AT
c
(n)AT

c
(n + 1)P(n + 2)Ac(n + 1)Ac(n) − P(n)

][
Ac(n)

I

]
x(n)
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In order to prove that the proposed system is GAS, it is sufficient to have

Substituting (22) in (29) yields:

Since the controller synthesis results achieved from (30) are not LMI conditions, 
the terms ± AT

c
(n)G̃T(n + 1)P̂(n + 1)G̃(n + 1)Ac(n) with P̂(n + 1) =

r∑
j=1

(𝛽j (n)P̄j) are 

added to (30), and we have:

So, if the following inequalities are satisfied, our proposed system is GAS:

(32) can be written as:

If the following inequality is satisfied, it can be concluded that (34) is also satisfied:

Pre- and post-multiplying (35) by G̃−1(n + 1) and its transpose, respectively, lead to:

Since Ac(n) ≜
r∑

j=1

�j(n) (Aj + BjNj) and �j(n) ∈ {0, 1} , we have:

(29)AT

c
(n)AT

c
(n + 1)P(n + 2)Ac(n + 1)Ac(n) − P(n) < 0

(30)
AT

c
(n)AT

c
(n + 1)G̃T(n + 2)P̃(n + 2)G̃(n + 2)Ac(n + 1)Ac(n) − G̃T(n)P̃(n)G̃(n) < 0

(31)

{
A
T

c
(n)AT

c
(n + 1)G̃T(n + 2)P̃(n + 2)G̃(n + 2)Ac(n + 1)Ac(n) − A

T

c
(n)G̃T(n + 1)P̂(n + 1)G̃(n + 1)Ac(n)

}

+
{
A
T

c
(n)G̃T(n + 1)P̂(n + 1)G̃(n + 1)Ac(n) − G̃

T(n)P̃(n)G̃(n)
}
< 0

(32)
A
T

c
(n)AT

c
(n + 1)G̃T(n + 2)P̃(n + 2)G̃(n + 2)A

c
(n + 1)A

c
(n)

− A
T

c
(n)G̃T(n + 1)P̂(n + 1)G̃(n + 1)A

c
(n) < 0

(33)AT

c
(n)G̃T(n + 1)P̂(n + 1)G̃(n + 1)Ac(n) − G̃T(n)P̃(n)G̃(n) < 0

(34)A
T

c
(n)

{
A
T

c
(n + 1)G̃T(n + 2)P̃(n + 2)G̃(n + 2)A

c
(n + 1) − G̃

T(n + 1)P̂(n + 1)G̃(n + 1)
}
A
c
(n) < 0

(35)
AT

c
(n + 1)G̃T(n + 2)P̃(n + 2)G̃(n + 2)Ac(n + 1) − G̃T(n + 1)P̂(n + 1)G̃(n + 1) < 0

(36)
G̃−T (n + 1)AT

c
(n + 1)G̃T(n + 2)P̃(n + 2)G̃(n + 2)Ac(n + 1)G̃−1(n + 1) − P̂(n + 1) < 0

(37)

Ac(n + 1)G̃−1(n + 1) =

(
r∑

j=1

𝛽j(n + 1)(Aj + BjNj)

)(
r∑

j=1

𝛽j(n + 1)Gj

)

=

r∑
j=1

𝛽j(n + 1)(AjGj + BjNjGj)
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Considering (19), (37) can be rewritten as:

and we have:

So (36) can be rewritten as:

Via the Schur complement Lemma [3] (40) can be rewritten as:

Via the matrix inversion lemma, we have:

Then, it follows from Lemma 1 that:

So, (41) can be expressed as:

Considering (39), (23) and (24), and the fact that �j(n) ∈ {0, 1} , we have:

and since

If the following inequality is satisfied, (42) is also satisfied

(38)=

r∑
j=1

�j(n + 1)(AjGj + BjFj)

(39)
r∑

j=1

𝛽j(n + 1)(AjGj + BjFj) = �̃�j(n + 1)

(40)�̃�T

j
(n + 1) G̃T(n + 2)P̃(n + 2)G̃(n + 2)�̃�j(n + 1) − P̂(n + 1) < 0

(41)
[
P̂(n + 1) �̃�T

j
(n + 1)

�̃�j(n + 1) (G̃T(n + 2)P̃(n + 2)G̃(n + 2))−1

]
> 0

(G̃T(n + 2)P̃(n + 2)G̃(n + 2))−1 = G̃−1(n + 2)P̃−1(n + 2)G̃−T (n + 2)

G̃−1(n + 2)P̃−1(n + 2)G̃−T (n + 2) ≥ G̃−T (n + 2) + G̃−1(n + 2) − P̃(n + 2)

(42)
[
P̂(n + 1) �̃�T

j
(n + 1)

�̃�j(n + 1) G̃−T (n + 2) + G̃−1(n + 2) − P̃(n + 2)

]
> 0

(43)
r∑

j=1

r∑
i=1

𝛽j(n + 2)𝛽i(n + 1)

[
P̄j (AjGj + BjFj)

T

(AjGj + BjFj) GT

i
+ Gi − Pi

]
> 0

r∑
j=1

�j(n) = 1, �j(n) ∈ {0, 1}

(44)
[

P̄j (AjGj + BjFj)
T

(AjGj + BjFj) GT

i
+ Gi − Pi

]
> 0
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So, the claimed GAS result of condition (17) is established.
Since �j(n) shows which subsystem is chosen based on delay in our system (12), 

so the fact that �j(n) can be either 0 or 1 does not affect conservativeness.
Following the procedure above for (33), we have:

So, the claimed GAS result of condition (18) and the claim of Theorem  3 are 
established and the proof is completed. Also, the resultant congestion controller 
based on augmented decentralized non-common quadratic Lyapunov-based con-
gestion control (ADNCQLCC) is achieved based on (19). By this way, the non-
quadratic Lyapunov candidate decreases every two steps; although, it can be locally 
increased.

Remark 5 In case P(n) = P(for computation cost reduction), system (12) with the 
control effort (16) is GAS, if

There exists a symmetric (PD) matrix P ∈ ℜz×z and P̄j ∈ ℜz×z and matrices 
Gj ∈ ℜz×z and Fj ∈ ℜ1×z for every i, j ∈ L ( L =

{
1 2 … r

}
 ) such that the follow-

ing LMIs (46, 47) are satisfied:

Moreover, the controller gains are given by (19) and the congestion controller 
based on augmented decentralized common quadratic Lyapunov-based congestion 
control (ADCQLCC) is gained.

It is worth mentioning that by setting P(n) = P , the common quadratic Lyapunov 
candidate is recovered. The LMIs obtained in Theorem 3 satisfy the results of the 
common quadratic case. Common quadratic Lyapunov functions tend to be conserv-
ative and even might not exist for many complex highly nonlinear systems; however, 
non-quadratic Lyapunov functions are less conservative, but their computation cost 
is much higher. Next, Theorem 3 is generalized to m-step differences where m shows 
the number of steps the Lyapunov candidate is decreasing and m > 2.

Corollary 1 System (12) with the control effort (16) is GAS, ifThere exists a set of 
symmetric (PD) matrices Pj ∈ ℜz×z and P̄jk

∈ ℜz×z and matrices Gj ∈ ℜz×z and 
Fj ∈ ℜ1×z for every i, j ∈

{
1 2 … r } and k ∈ { 3, 4, … , m − 1}, such that the fol-

lowing LMIs are satisfied:

(45)
[

Pj (AjGj + BjFj)
T

(AjGj + BjFj) GT

i
+ Gi − P̄i

]

(46)
[

P (AjGj + BjFj)
T

(AjGj + BjFj) GT

i
+ Gi − P̄i

]
> 0

(47)
[

P̄j (AjGj + BjFj)
T

(AjGj + BjFj) GT

i
+ Gi − P

]
> 0
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moreover, same as Theorem 3, the controller gains are given by:

Proof Similar to the proof of Theorem 3, by considering (50) as an augmented form 
of (12) and defining (51) as a Lyapunov candidate, the result directly follows from 
Corollary 1.

So, the proposed scheme with non-quadratic Lyapunov candidate is generalized 
to be more relaxed and the enlargement of stability region is obtained which renders 
conservativeness reduction. In this case, a congestion controller based on general-
ized augmented decentralized non-common quadratic Lyapunov-based congestion 
control (GADNCQLCC) is obtained.

It should be emphasized that better performance is gained since the Lyapu-
nov candidate decreases every few steps; although it can be locally increased. So, 
enlargement of stability region is obtained which renders conservativeness reduc-
tion. Also, increasing “m” ends in enlargement of stability region and fully reflects 
the important role of “m” in reducing the conservatism. However, it ends in more 
LMIs and the computation cost is increased.

Remark 6 In this paper, conservativeness reduction is obtained since the monoto-
nicity requirement of Lyapunov’s theorem is relaxed to enlarge the class of func-
tions which can provide stability, an augmented form of our proposed system is 
utilized for controller synthesis to reduce conservativeness, the controller synthesis 

(48)

[
P̄j2

(AjGj + BjFj)
T

(AjGj + BjFj) GT

i
+ Gi − Pi

]
> 0

[
P̄jk

(AjGj + BjFj)
T

(AjGj + BjFj) G
T

i
+ Gi − P̄ik−1

]
> 0, k = 3, 4,…m − 1

[
Pj (AjGj + BjFj)

T

(AjGj + BjFj) G
T

i
+ Gi − P̄jm−1

]
> 0

(49)Nj = FjG
−1
j

(50)

⎡
⎢⎢⎢⎢⎢⎢⎣

x(n + m)

⋮

x(n + 3)

x(n + 2)

x(n + 1)

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

0
n×n 0

n×n 0
n×n 0

n×n A
c
(n + m − 1)…A

c
(n + 2)A

c
(n + 1)A

c
(n)

I
n×n 0

n×n 0
n×n 0

n×n 0
n×n

⋮ ⋱ ⋮ ⋮ 0
n×n

0
n×n ⋯ I

n×n 0
n×n 0

n×n

0
n×n ⋯ 0

n×n I
n×n 0

n×n

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

x(n + m − 1)

⋮

x(n + 2)

x(n + 1)

x(n)

⎤
⎥⎥⎥⎥⎥⎥⎦

(51)

V(x(n)) =

⎡⎢⎢⎢⎢⎣

x(n + m − 1)

⋮

x(n + 2)

x(n + 1)

x(n)

⎤⎥⎥⎥⎥⎦

T⎡⎢⎢⎢⎢⎣

P(n + 1) ⋯ 0n×n 0n×n 0n×n
⋮ ⋱ ⋮ ⋮ ⋮

0n×n ⋯ P(n + 2) 0n×n 0n×n
0n×n ⋯ 0n×n P(n + 1) 0n×n
0n×n ⋯ 0n×n 0n×n P(n)

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

x(n + m − 1)

⋮

x(n + 2)

x(n + 1)

x(n)

⎤⎥⎥⎥⎥⎦
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is accomplished based on non-quadratic Lyapunov candidates and the proposed 
scheme with non-quadratic Lyapunov candidate is generalized to be more relaxed.

4  Performance analysis

In this section, first the performance of ADNCQLCC and DPCC is studied using 
MATLAB and outgoing flow rate variations are considered. In this case, the control 
effort and queue size are examined.

Variations in outgoing flow rate reveal variations in MAC data rate which can be 
considered as an indication of the method performance in networks and that it can 
support multiple modulation rates. Then, the mean outgoing estimation error, the 
sent traffic and the mean queue length error in ADNCQLCC, ADCQLCC, GADNC-
QLCC (m = 3, 6), RDANQCC, DNCQLCC and DPCC are presented. Afterward, the 
performance of our schemes and DPCC is analyzed using OPNET simulator [12] 
and is compared in case of queue size, load, delay and throughput.

4.1  Performance analysis using MATLAB

In this subsection, first ADNCQLCC performance is evaluated against DPCC. In our 
simulations o , p , z and r are considered 2, 5, 9 and 4, respectively. It is straight forward 
to achieve the subsequent subsystems if delay is considered 0, 1, 2 or 3. Then, different 
subsystems based on delay are chosen as ( A1,B1 ), ( A2,B2 ), ( A3,B3 ), ( A4,B4):

A
1
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0

1 0 0 0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

A
2
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 T 0 0 0 0 0

1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0

1 0 0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

A
3
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 T 0 0 0 0

1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0

1 0 0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

A
4
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 T 0 0 0

1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0

1 0 0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B
1
=

�
T 0 0 1 0 0 0 0 0

�
B
2
=

�
0 0 0 1 0 0 0 0 0

�
B
3
=

�
0 0 0 1 0 0 0 0 0

�
B
4
=

�
0 0 0 1 0 0 0 0 0

�
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Also, the ideal and maximum queue lengths are considered 20 and 50 packets, 
respectively, and the controller parameters are kbv = 0.6 and 0.7 and � = 0.001.

Figures 1 and 2 show the changes of queue size in DPCC and ADNCQLCC con-
sidering kbv = 0.6 and kbv = 0.7 . It is clear that kbv = 0.7 ends in poor performance 
in DPCC. As stated in Sect. 2, kbv is a key factor in DPCC controller which directly 
affects the performance of system. The control effort is shown in Fig.  3. Finally, 
Table  1 compares the performance in ADNCQLCC, ADCQLCC, GADNCQLCC 
(m = 3, 6), RDANQCC, DNCQLCC and DPCC.

The figures and Table 1 demonstrate that ADNCQLCC, ADCQLCC, GADNC-
QLCC (m = 3, 6), RDANQCC and DNCQLCC end in better performance compar-
ing with DPCC which is because of using a better buffer dynamic model. It is worth 
mentioning that unlike DPCC, delay is considered in our model, buffer dynamic 
modeling for WSNs is accomplished in discrete time, different subsystems are 
gained based on delay, and the overall model is obtained by blending them. Also, 
unlike DPCC, our closed-loop systems are GAS in case of delay changes. From 
Table  1, it can be easily found that DNCQLCC, ADNCQLCC, ADCQLCC and 
GADNCQLCC (m = 3, 6) have better performance comparing with RDANQCC, 
since in the former each subsystem is stabilized by a controller; however, a single 
controller is used to stabilize the whole system in the latter. ADNCQLCC renders 
better results in comparison with ADCQLCC, since non-quadratic Lyapunov candi-
dates are less conservative in comparison with common quadratic Lyapunov candi-
dates. GADNCQLCC (m = 3, 6) outperforms ADNCQLCC and ADCQLCC, since 

Fig. 1  Queue length in ADNCQLCC and DPCC with k
bv
= 0.6
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Fig. 2  Queue length in ADNCQLCC and DPCC with k
bv
= 0.7

Fig. 3  Control effort of ADNCQLCC and DPCC



171Circuits, Systems, and Signal Processing (2020) 39:154–174 

GADNCQLCC is obtained by generalizing ADNCQLCC and making ADNCQLCC 
more relaxed. So, enlargement of stability region is obtained which renders conserv-
ativeness reduction.

The enlargement of the stability region is very obvious as “m” increases, which 
fully reflects the important role of “m” in reducing the conservatism. Also, bet-
ter results are obtained in GADNCQLCC (m = 6) comparing with GADNCQLCC 
(m = 3). So, it can be concluded that GADNCQLCC (m = 6) outperforms GADNC-
QLCC (m = 3), ADNCQLCC, ADCQLCC, DNCQLCC, RDANQCC and DPCC.

4.2  Performance analysis using OPNET simulator

Now in order to verify and evaluate our schemes, OPNET simulator is used. The 
tree topology is used for sensor networks with clusters at leaf nodes to generate traf-
fic. The traffic is then forwarded to base station which is at the tree’s root. A 2Mbps 
channel with shadowing and path-loss is considered. The packet size and the queue 
limit are considered 512 and 50 packets, respectively. All nodes generate traffic 
exceeding the channel capacity which renders congestion. Also, it is assumed that 
nodes are static and have random placement and kbv = 0.6 is set for DPCC. Table 2 
presents the simulation parameters.

Table 3 presents the average delay, load, queue size and throughput in ADNC-
QLCC, ADCQLCC, GADNCQLCC (m = 3, 6), DNCQLCC, RDANQCC and 
DPCC. It can be seen that ADNCQLCC, ADCQLCC, GADNCQLCC (m = 3, 6), 
DNCQLCC and RDANQCC render better performance comparing with DPCC. 
Also, ADNCQLCC, ADCQLCC and GADNCQLCC (m = 3, 6) have better perfor-
mance comparing with DNCQLCC and RDANQCC. Also, ADNCQLCC renders 
better performance comparing with ADCQLCC. GADNCQLCC (m = 3, 6) out-
performs ADNCQLCC and ADCQLCC, and GADNCQLCC (m = 6) outperforms 
GADNCQLCC (m = 3). So, it can be concluded that GADNCQLCC (m = 6) outper-
forms GADNCQLCC (m = 3), ADNCQLCC, ADCQLCC, DNCQLCC, RDANQCC 
and DPCC.

Table 1  The sent traffic, mean outgoing estimation error and mean queue length error in ADNCQLCC, 
ADCQLCC, GADNCQLCC (m = 3, 6), RDANQCC, DNCQLCC and DPCC

Mean

error {Queue size }
2

Mean

{|Queue size error|}
Mean

{|Outgoing estimation error|}
Sent traffic

DPCC 53.77587 1.533551 3.2074 19920.98
RDANQCC 17.15475 1.350184 0.3790 20009.91
DNCQLCC 12.98235 1.156574 0.1883 20042.52
ADCQLCC 11.21213 0.09078 0.1524 20082.24
ADNCQLCC 10.12781 0.08521 0.1212 20095.19
GADNCQLCC
(m = 3)

10.02349 0.083426 0.1023 20134.84

GADNCQLCC
(m = 6)

9.92302 0.077603 0.0931 20283.15
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So, the simulations using MATLAB and OPNET simulator show the superior 
performance of GADNCQLCC (m = 6) comparing with GADNCQLCC (m = 3), 
ADNCQLCC, ADCQLCC, DNCQLCC, RDANQCC and DPCC.

5  Conclusion

This paper deals with buffer dynamic modeling of WSNs in discrete time consid-
ering delay. Afterward, an augmented form of our proposed system is utilized for 
controller synthesis. In this paper, a new approach is proposed which implies non-
quadratic Lyapunov candidates for controller synthesis in WSNs, and the resultant 
congestion controller based on augmented decentralized non-common quadratic 
Lyapunov-based congestion control (ADNCQLCC) is achieved. Afterward, for com-
putation cost reduction, a new approach is presented for controller synthesis of our 
WSN system and a congestion controller based on augmented decentralized com-
mon quadratic Lyapunov-based congestion control (ADCQLCC) is gained. Finally, 
(ADNCQLCC) is generalized to m-step differences and a more relaxed approach 
(GADNCQLCC) is proposed. In each approach, a controller is designed for each 

Table 2  The simulation 
parameters Traffic generation parameters

On state time (sec) Constant (100)
Off state time (sec) Constant (0.1)
Packet generation arguments
Inter-arrival time (s) Exponential (0.01)
Packet size (bytes) Constant (512)
Traffic type of service Best effort
Wireless LAN
Desired queue size 20
Min Baud rate (bits/s) 2000000

Table 3  Average performance metrics in ADNCQLCC, ADCQLCC, GADNCQLCC (m = 3, 6), DNC-
QLCC, RDANQCC and DPCC

Average delay(sec) Average 
load(packet)

Average queue 
size(packet)

Average 
throughput(packet/
iteration)

DPCC 0.200367 76.42 7.027073 581632
RDANQCC 0.786021 58.98 19.46699 922378.2
DNCQLCC 0.787832 58.23 19.49914 935167.8
ADCQLCC 0.789094 57.79 19.53591 9487345.5
ADNCQLCC 0.794828 56.34 19.71699 965476.4
GADNCQLCC (m = 3) 0.802237 56.08 19.75319 9788169.5
GADNCQLCC (m = 6) 0.814119 55.69 19.89792 1010649.2
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subsystem, and the overall controller for our proposed system is achieved by blend-
ing them. The controller synthesis results are presented in terms of LMIs. Finally, 
a set of novel congestion control schemes is proposed for WSNs where the result-
ant closed-loop systems are GAS in case of queue length changes and the conse-
quent delay changes. The simulation results using MATLAB and OPNET simulator 
confirm that GADNCQLCC outperforms ADNCQLCC, ADCQLCC, DNCQLCC, 
RDANQCC and DPCC.
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