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Abstract

We propose a learned method for stereo image com-
pression that leverages the similarity of the left and right
images in a stereo pair due to overlapping fields of view.
The left image is compressed by a learned compression
method based on an autoencoder with a hyperprior entropy
model. The right image uses this information from the pre-
viously encoded left image in both the encoding and decod-
ing stages. In particular, for the right image, we encode
only the residual of its latent representation to the opti-
mally shifted latent of the left image. On top of that, we
also employ a stereo attention module to connect left and
right images during decoding. The performance of the pro-
posed method is evaluated on two benchmark stereo image
datasets (Cityscapes and InStereo2K) and outperforms pre-
vious stereo image compression methods while being signif-
icantly smaller in model size.

1. Introduction
Lossy image compression is a fundamental task in image

processing that aims to preserve the visual image content
while reducing the bitrate needed for storage or transmis-
sion. It is a long-studied problem and a very active field
of research both in traditional hand-crafted approaches and
newly emerging learned methods. The traditional image en-
coding and decoding pipeline (“codec”) typically consist of
partitioning the image into small blocks to be processed sep-
arately, a linear transform to decorrelate the image values,
intra block prediction (motion search) and residual coding
to exploit repetition and self-similarity of the image content
and decrease the entropy of its representation, quantization
to obtain a finite set of symbols to code, and an entropy
coder to store the resulting representation most efficiently.
The decoding pipeline performs analogous operations in re-
verse. In contrast, modern learned compression methods
typically process the image as a whole, without partitioning,
by models, based on variational autoencoders, in which the
latent representation is quantised and entropy coded with a
learned probability distribution. The parametrization of this

distribution, the entropy model, along with the autoencoder,
are trained to minimize the cross-entropy against the true la-
tent distribution so that the whole codec can be trained by
optimizing the weighted rate/distortion loss.

In stereo image compression, the primary objective is
the same with the additional possibility to achieve better
performance by exploiting the mutual information between
left and right images caused by their overlapping fields of
view (albeit from slightly different viewpoints). In tradi-
tional methods, this can be achieved by the same set of tools
available for inter-frame or motion prediction. Motion vec-
tor search in learned compression methods is far less ex-
plicit and extending them to stereo compression is therefore
paradoxically more difficult. In the current literature, there
are two existing deep learning based methods explicitly tar-
geting stereo image compression – the DSIC model by Liu
et al. [21] and HESIC model by Deng et al. [13]. In DSIC, a
dense warp field is estimated, and warped features from the
left image are fed to the encoder and decoder of the right
image. In HESIC, a rigid homography transform in the im-
age space is used. In both cases, the models are augmented
by additional modules for joint entropy modelling and im-
age enhancement, and as a result, they are rather large, and
their training far from straightforward.

In contrast, the proposed model is very lightweight (4%
and 10% the size of DSIC and HESIC, respectively, in num-
ber of parameters), conceptually simple, and does not re-
quire any special training procedure without sacrificing per-
formance. The “backbone” of our method is an adaption
of [38], but in principle, any general single image compres-
sion encoder-decoder model can be used as the backbone.
The left image is encoded normally. After the right image is
processed by the encoder, we find optimal horizontal shifts
(minimizing the mean-square error) of each channel of its
latent representation to the corresponding channel of the
left image latent and subtract the two shifted channels so
that only the residual is encoded for the right latent. This is
motivated by the observation that the dominant rigid trans-
form between rectified images in a stereo pair is a horizontal
shift and working in the latent space results in larger effec-
tive disparity range due to downsampling. To account for
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smaller local displacements caused by depth variation, we
also connect the two image representations by a stereo at-
tention module [40], proposed originally for stereo image
superresolution. A full description of the method is given in
Sec. 3.

To summarize, we propose a method for stereo image
compression with the following highlights:

• The principle of the method mimics the same tech-
niques that are used for stereo compression in tradi-
tional codecs but remains fully end-to-end learnable.

• The method outperforms existing stereo image com-
pression state-of-the-art on two standard test datasets.

• The method is very lightweight and easy to train, and
its code is publicly available.1

In the rest of the paper, we summarize the related previ-
ous work, give a full description of the method and present
and discuss the experimental results.

2. Related work
The image compression literature can be broadly classi-

fied into traditional and learned methods. Traditional meth-
ods use image partitioning (tiling), hand-crafted transforms,
and redundancy elimination by explicit intra prediction. In
learned methods the image is typically processed as a whole
and the transform operations are parametrized and learned
from the training data by minimizing the rate-distortion loss

  \label {eq_rd_loss} \mathcal {L}_{RD} = \mathcal {R} + \lambda \mathcal {D},     (1)

where D denotes the distortion metric and R cross-entropy
of the latent code under a learned entropy model and λ ∈
R+ is the trade-off parameter. Both of these approaches
rely on the quantization of the transformed representation
and subsequent entropy coding to obtain the final bitstream.

Traditional compression The Joint Photographic Ex-
perts Group (JPEG) method, initially proposed in [36] is
based on fixed 8x8 block tiling, chroma subsampling, dis-
crete cosine transform, and next-block intra prediction. Its
successor JPEG2000 [31] uses discrete wavelet transform
and multiresolution processing. Modern image compres-
sion methods are usually wrappers over intra-frame com-
pression developed for video codecs, such as BPG [7]
(based on HEVC [32]), AVIF (based on AV1), or VVC
intra [9]. VVC intra, in particular, has very slow encod-
ing times but arguably the best compression performance to
date among traditional methods.

Learned compression Initial work on end-to-end learned
image compression started with the pioneering work by
Toderici et al. [33] where a recurrent neural network is pro-
posed for variable rate image compression. Another line

1https://github.com/mwoedlinger/sasic

of research in learned image compression was proposed by
Ballé et al. [4] where an autoencoder based model with a
parametrized distribution as prior for the latent is trained
with rate-distortion loss for a fixed target bitrate. The au-
toencoder uses generalized divisive normalization [3] as
nonlinearities and channel-wise piecewise-linear functions
for the entropy model. The latter, however, does not al-
low for spatial adaptation and was later replaced by a per-
pixel fully factorized zero-mean Gaussian with scale deter-
mined by a hyperprior [5]. In subsequent works, this model
was further extended by allowing Gaussians with non-zero
mean [25] or Gaussian mixtures [11]. Using an autoregres-
sive network as a non-factorized conditional entropy model
was proposed by Mentzer et al. [22] and Minnen et al. [25],
which significantly improved performance at the expense
of decoding complexity. A faster channel-based version ap-
peared in [26].

Many different approaches and architectures were pro-
posed, such as multiscale processing [28], dense blocks
and content weighting [20], non-local attention modules
[10,11,15], or asymmetric encoder-decoder setup [39]. For
a more detailed overview, see [17]. A separate avenue of re-
search is employing generative models, in particular GANs,
in the decoders [1, 23, 34]. Such methods are capable of
achieving high perceptual quality at very low bitrates, but
the reconstructed image may lose semantic fidelity to the
original.

Attention Since the seminal work of Vaswani et al. [35]
where the transformer, a self-attention based model for ma-
chine translation, has been introduced, several ideas have
been proposed for the use of self-attention in vision. Due to
the quadratic growth in complexity, a naive application to
image data is often prohibitive. In [30] this is circumvented
by restricting attention to a local neighborhood, and in [14]
self-attention is applied between image patches instead. For
rectified stereo images, in particular, parallax stereo atten-
tion has been proposed in [37, 40], where attention at a cer-
tain location in the left (or right) image is limited to the
corresponding epipolar line in the other image.

Stereo image compression Methods for compression of
stereo image pairs work by saving bitrate through the ex-
ploitation of the mutual information between the left and
right image. From traditional methods, MV-HEVC [24]
is an extension of the HEVC video codec, which, on top
of intra-frame prediction, also leverages prediction between
multiple views. It performs very well, but the official imple-
mentation lacks support for several important features, such
as operation in higher bit-depths or 4:4:4 chroma mode,
and as a result, MV-HEVC is not very competitive against
state-of-the-art single image compression methods. Learn-
able lossless stereo compression was recently proposed by
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Huang et al. [18], consisting of multiscale transforms, dis-
parity estimation, and warping. A “distributed” compres-
sion method, which assumes that one image of the stereo
pair is available for the decoder, was proposed by Ayzik
and Avidan [2] and more recently by Mital et al. [27].

The list of learned lossy stereo compression methods is
rather short and, to our best knowledge, includes the DSIC
model by Liu et al. [21] from 2019 and HESIC model by
Deng et al. [13] from 2021. The DSIC method uses skip
modules that feed disparity-warped features from the en-
coded first image to the second and conditional entropy
model to capture the dependence of image codes. The dis-
parity map is used implicitly and is not transmitted in the
bitstream. In the HESIC model, the second image is warped
by an estimated homography, and only the residual is en-
coded. In addition, context-based entropy model and fi-
nal quality-enhancement module are used to decrease bi-
trate and increase quality. Both methods reportedly outper-
form single-image compression methods by a solid margin.
However, these methods are quite large and difficult to train.

3. Proposed method
Fig. 1 shows an overview of the proposed method. Our

method compresses a stereo image pair in two streams that
are connected in the latent, the entropy model and in the
decoder. We use a hyperprior model to estimate the param-
eters of our latent entropy model. For a given stereo image
pair x1,x2 in the first step the left image is encoded inde-
pendently from the right image. Then the right image is
processed by encoder module E and the optimal channel-
wise horizontal shift for the quantised left latent ŷ1 is com-
puted such that the MSE to the right latent y2 is minimal.
For each channel c in the latent representations y2 we find
the optimal shift sc = argmins MSE

(
y
(c)
2 − shifts(y

(c)
1 )

)
where shifts(y) is defined as a tensor of the same size as y
but horizontally (with respect to the original image) shifted
by s pixels (zero-padded where necessary). Instead of y2

we then encode only the residual defined for each chan-
nel as y

(c)
res = y

(c)
2 − shiftc(y

(c)
1 ). The search range for

sc is in our experiments limited to 64 pixels (in the down-
sampled latent representation) in one direction only (stereo
disparity has only one polarity). The optimal shift can be
found efficiently using a convolution the horizontal direc-
tion (achieved by corresponding padding) and element-wise
operations to compute the MSE. It is therefore not signifi-
cantly more demanding than other common operations in
CNNs. The residual between the right latent and the shifted
left quantised latent

  \bm {y}_\text {res} \coloneqq E(\bm {x}_2) - \text {shift}(\bm {\hat {y}}_1)     (2)

is then encoded. During decoding we decode the left latent
first and add the shifted left quantised latent shift(ŷ1) to the

quantised residual ŷres to obtain the right latent

  \bm {\hat {y}}_2 \coloneqq \bm {\hat {y}}_\text {res} + \text {shift}(\bm {\hat {y}}_1).      (3)

In the final step, ŷ1 and ŷ2 are processed jointly in the de-
coder modules D1, D2.

Applying a channel-wise shift is computationally cheap
and requires almost no additional side information. Because
the encoder performs 4× downsampling, a maximal shift of
64 pixels in the latent corresponds to a shift of 256 in the
original image. This equals to 72 bits of side information
(6 bits times 12 latent channels), which for a 512×512 in-
put image corresponds to only ≈ 0.00027 bits/pp overhead.
Furthermore, a simple shift is also theoretically motivated
by the fact that for a rectified stereo image pair, a shift is the
transformation between the two image planes.

3.1. Encoding modules and quantization

The encoder/decoder architecture is loosely based on the
single image compression method proposed in [38]. The en-
coder module E and hyperprior encoder h1

E and hres
E each

consist of four convolutional layers with Parametrized Rec-
tified Linear Units (PReLUs) [16] as non-linearities. The
structure of the encoder modules is shown in the top row of
Fig.2. In both cases we downsample in the second and third
convolution, which results in a 4× downsampling for the
latent and 16× downsampling for the hyperlatent compared
to the size of the inputs x1,x2. We use the same encoder
module E (i.e. shared weights) for left and right images
and the same architecture for h1

E and hres
E (with separate

weights).
Motivated by the discussion in [29], during training we

use the noise approximation of quantization [4] for the rate
loss and a straight-through-estimation (STE) quantization
for the distortion loss.

3.2. Decoding

The architectures of the hyperprior decoders follow the
same general structure of four convolutional layers with
PReLUs as non-linearities; see the bottom row of Fig. 2.
The hyperprior decoder for the left image h1

D gets the quan-
tised hyperlatent ẑ1 as input and performs nearest neighbor
upsampling after the second and third convolutional layers.
The hyperprior decoder for the residual hres

D gets both the
4× upsampled quantised hyperlatent ẑres as well the shifted
ŷ1 as input. There is no additional upsampling after the con-
volutional layers in hres

D .
The final decoder modules D1 and D2 consist again of

four convolutional layers with PReLU activation functions
and upsampling after the second and third convolution but
with stereo attention modules (SAM) from [40] before the
first three convolutional layers that connect the left and right
decoder stream; see overview in Fig. 3. SAM works by
computing an attention mask between left and right input,
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Figure 1. The full architecture of our proposed method. Layer structure of submodules are shown in Fig. 2 and Fig. 3. The arithmetic
encoder AE and the arithmetic decoder AD are not relevant during training. The bitstreams are pictured with a checkerboard pattern. Dotted
lines are connections not relevant during training and dashed lines show connections between the left and the right side.
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Figure 2. The top row shows the architecture of encoder E and hyper-encoder hE . The bottom row shows the decoder of the hyperprior
with the decoder for the left image bottom left and the decoder for the right image bottom right. We set N = 192 and M = 12

which is then used to warp left to right and vice versa. The
input is then stacked with the warped image in the channel
dimension and processed by the next convolutional layer.
The attention is only computed between positions on the
same epipolar line (we are assuming the images are rec-
tified), which circumvents the issue of the quadratic com-
plexity in sequence length of the attention mechanism.

3.3. Entropy estimation

Optimal entropy estimation is essential for the rate loss
term during training and correct bitrate allocation during
testing. For stereo image compression, where a pair of
images with mutual information H(x1,x2) > 0 is com-
pressed jointly, using the left latent as side information in
the entropy model of the residual allows in principle to re-
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duce the bitrate even further.
As discussed in 3.1 during training we mimic the quan-

tization of the latent and hyperlatent with a noisy versions
ỹ = y + ϵ and z̃ = z + ϵ with ϵ ∼ U(−0.5, 0.5). Dur-
ing testing we replace ỹ and z̃ with their integer quantised
equivalents ŷ and ẑ.

Similar to [5] we include side information as a hyper-
prior z̃n, n ∈ {1, 2} to reduce the entropy of the latents
ỹn, n ∈ {1, 2}. We start by discussing the entropy model
for the hyperpriors z̃n. Following the discussion in [5] we
model the probability of the hyperprior z̃n as a convolution
of a parametric probability function qz̃n

and a uniform dis-
tribution u

  p_{\Tilde {\bm {z}}_n}(\Tilde {\bm {z}}_n\mid \bm {\theta }_{\Tilde {\bm {z}}_n}) = (q_{\Tilde {\bm {z}}_n} \ast u)(\Tilde {\bm {z}}_n) 
 

 
  (4)

where θz̃n denotes the parameters of qz̃n and u(τ) =
1[−0.5,0.5](τ). pz̃n

(z̃n | θz̃n) can then be expressed via
the cumulative density function Fz̃n

of qz̃n
:

  p_{\Tilde {\bm {z}}_n}(\Tilde {\bm {z}}_n\mid \bm {\theta }_{\Tilde {\bm {z}}_n}) &= \int _{-\infty }^{\infty } q_{\Tilde {\bm {z}}_n} (\tau \mid \theta _{\Tilde {\bm {z}}_n}) \mathbbm {1}_{[-0.5, 0.5]}(\Tilde {\bm {z}}_n - \tau ) d\tau \\ &= F_{\Tilde {\bm {z}}_n}(\Tilde {\bm {z}}_n + 0.5| \theta _{\Tilde {\bm {z}}_n}) - F_{\Tilde {\bm {z}}_n}(\Tilde {\bm {z}}_n - 0.5| \theta _{\Tilde {\bm {z}}_n})  




   

     

We model the probability density function of qz̃n
as a fully

factorized Laplacian distribution

  \text {Lap}_{\bm {\mu }_n, \bm {b}_n}(\Tilde {\bm {z}}_n) = \prod _i\frac {1}{2b_{n;i}} \exp \left ( - \frac {|\Tilde {z}_{n;i} - \mu _{n;i}|}{b_{n;i}} \right ), 











 




 (5)

where i denotes the pixel index and the parameters µn;i ∈
R, bn;i ∈ R+ are shared between all positions in a channel.
We denote the set of parameters (µn, bn) by θz̃n

.
We proceed similarly for the latent distributions and

model them as convolutions of a parametric probability
function qỹn

, with n ∈ {1, res}, and a uniform distribution
u.

  &p_{\Tilde {\bm {y}}_1}(\Tilde {\bm {y}}_1\mid \Tilde {\bm {z}}_1, \bm {\theta }_{\Tilde {\bm {y}}_1}) = (q_{\Tilde {\bm {y}}_1} \ast u)(\Tilde {\bm {y}}_1) \\ &p_{\Tilde {\bm {y}}_\text {res}}(\Tilde {\bm {y}}_{\text {res}}\mid \Tilde {\bm {y}}_1, \Tilde {\bm {z}}_{\text {res}}, \bm {\theta }_{\Tilde {\bm {y}}_{\text {res}}}) = (q_{\Tilde {\bm {y}}_{\text {res}}} \ast u)(\Tilde {\bm {y}}_{\text {res}})
 

 
 

        (7)

The distributions are conditioned on the hyperpriors z̃n and
the parameters of the hyperprior decoder θỹn . For the resid-
ual latent ỹres we additionally condition the probability dis-
tribution on ỹ1 by using the shifted ỹ1 as an additional in-
put to the decoder of the hyperprior hres

D . We use a fully
factorized Laplacian distribution for qỹ1

and, contrary to
the hyperlatents where we have a separate set of learned
parameters for every channel, we predict a different set of
parameters for every position and channel with

  \bm {\theta }_{\Tilde {\bm {y}}_{1}} &= h_D^{1}(\hat {\bm {z}}_{1})\\ \bm {\theta }_{\Tilde {\bm {y}}_{res}} &= h_D^{res}(\hat {\bm {z}}_{res}, \text {shift}(\hat {\bm {y}}_1)).






   (9)
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Figure 3. The decoder architecture. The SAM blocks contain the
stereo attention module proposed in [40]. We set N = 192

The total rate is then the sum of the cross entropies for
z̃1, ỹ1, z̃res, ỹres:

  \begin {split} \label {rate_term} \mathcal {R} = \mathbb {E}_{\bm {x_1}, \bm {x_2} \sim p_{\bm x}} \big [ &-\log _2 p( \Tilde {\bm {y}}_1, \Tilde {\bm {z}}_1\mid \bm {\theta }_{\Tilde {\bm {z}}_1}, \bm {\theta }_{\Tilde {\bm {y}}_1})\\ &-\log _2 p( \Tilde {\bm {y}}_{res}, \Tilde {\bm {z}}_{res}\mid \Tilde {\bm {y}}_1, \bm {\theta }_{\Tilde {\bm {z}}_{res}}, \bm {\theta }_{\Tilde {\bm {y}}_{res}}) \big ], \end {split} 


    




    






(10)

where px denotes the true distribution of the input data.

3.4. Training

We train our model with the rate distortion loss

  \label {loss} \mathcal {L} = \mathcal {R} + \lambda \mathcal {D},    (11)

where R denotes the rate term from eq. (10) and D denotes
the distortion metric, which in our is the sum of the MSE
values for left and right images between the inputs x1,x2

and predictions x̂1, x̂2,

  \mathcal {D} = \mathbb {E}_{\bm {x}_1, \bm {x}_2 \sim p_{\bm {x}}} \big [~\| \bm {x}_1 - \hat {\bm {x}}_1 \|^2 + \| \bm {x}_2 - \hat {\bm {x}}_2 \|^2~\big ]. 


     


 (12)

4. Experiments
We will start with a brief overview of the datasets, fol-

lowed by details about the implementation and benchmarks
and finish with the discussion of the results and an ablations
study.

4.1. Datasets

We evaluate our method on two datasets, Cityscapes [12]
for distant views, and outdoor scenes and InStereo2K [6]
for near views and indoor scenes. The datasets were also
chosen to match recent works on stereo image compression.

Cityscapes The Cityscapes dataset [12] contains 5000
stereo image pairs of size 2048×1024 with maximum dis-
parity of about 128 pixels. The set is split into 2975 training,
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Figure 4. Rate distortion curves for our method against various compression baselines for Cityscapes (left column) and InStereo2K (right
column) measured by PSNR

500 validation and 1525 test pairs. The images show street
scenes from 50 German cities taken from a car while driv-
ing. For every image, we crop 64, 256, and 128 pixels from
the top, bottom, and sides, respectively, to remove the car
hood (repeated in each image) and rectification artefacts.
This matches the transforms used in [21].

InStereo2K The InStereo2K dataset [6] contains 2060
stereo image pairs of indoor scenes of size 1080×860 and
a maximum disparity of approx. 256 pixels. The set is split
into 2010 image pairs for training and 50 for testing. The
images are cropped minimally such that height and width
are multiples of 16.

4.2. Implementation Details

We train our method for different values of λ ∈
{1e−3, . . . , 4e−1} to achieve different desired target bi-
trates. For each bitrate, we train our models from scratch for
300 epochs on Cityscapes and 400 epochs on InStereo2K.
We set the initial learning rate to 10−4 and drop the learn-
ing rate by a factor of 10 after 400k steps. We use the Adam
optimizer [19] and a batch size of 1 for all runs. We train
on random crops of size 256×256. The testing is done on
full images with the exception of the cropping of Cityscapes
specified in Sec. 4.1 and minimal required crop such that the
input image size is divisible by 16. We train with the mean
square error as the distortion metric D in eq. (11) and report
results in terms of the PSNR metric.

4.3. Benchmark methods

We compare our method directly with the backbone
alone (i.e. the backbone compression method is used to
compress the left and right image independently) to high-
light the improvements due to stereo handling. Apart from
that, we show results of several state-of-the-art traditional or
learned compression methods used either to compress both

Method # of params

Backbone 2.8M
SASIC (proposed) 6.6M
HESIC 66.2M
DSIC 159.6M

Table 1. Overview of the size of learned stereo compression meth-
ods in number of parameters.

images of the stereo pair together or each of its images inde-
pendently, depending on the capabilities of respective meth-
ods. With HEVC [32] we disable chroma subsampling and
compress the stereo pair as a two-frame video sequence (left
frame is an I frame and right frame is a P frame with the cor-
responding prediction). MV-HEVC [24] is used in its de-
fault config for stereo compression (two-view intra mode),
but unfortunately supports only 4:2:0 chroma mode, which
incurs a huge penalty in higher bitrates (we use bicubic up-
sampling for chroma channels). BPG [7] is used without
chroma subsampling, and each image is compressed in-
dependently (essentially equivalent to HEVC intra, with-
out stereo prediction). For DSIC [21] and HESIC [13]
we quote their reported results on the respective datasets.
We point out that comparison of the proposed method with
other single-image learned methods (of similar size) is not
critical as any one of such methods can potentially be used
as the backbone of the proposed method and inherit its per-
formance.

4.4. Results

The experimental results of our method as well as the
benchmarks on the test datasets are in Fig. 4, with the results
for Cityscapes on the left and the results for InStereo2K on
the right. The Cityscapes dataset with its many homoge-
neous regions is well suited for traditional compression, and
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Figure 5. Ablation study: Comparison of the effects of the latent shift residual coding (green) and the stereo attention sub-modules (SA)
on the rate-distortion performance. SA is used either only in the image decoder (red) or also in the hyperprior decoder (purple). The full
proposed method (blue) and the original backbone (orange) are shown for reference.

beating traditional methods at PSNR is notoriously hard.
HEVC performs best, with the proposed method (SASIC)
trailing only slightly in low bitrates. Our method signifi-
cantly outperforms the DSIC method and shows a consis-
tent improvement over the backbone for the whole bitrate
range.

The InStereo2K dataset offers a larger variation in image
content than the Cityscapes. At higher bitrates, the learned
methods work better, while at very low bitrates, the tradi-
tional methods keep their advantage. The proposed method
(SASIC) is clearly on top for most of the bitrate range. The
reported performance of HESIC is rather bad at PSNR. We
were unable to reproduce the results from the HESIC paper,
even when using the model from their official codebase2,
which is why we report the scores stated in their paper. The
relatively poor results of MV-HEVC on both datasets are
due to colour subsampling, which is not competitive in ob-
jective evaluations.

The difference between the proposed method (SASIC)
and its backbone illustrates the gains due to stereo handling.
This gain is most noticeable for low and medium bitrates,
achieving approximately 15% and 18% bitrate reduction for
the second image for Cityscapes and InStereo2K, respec-
tively, at the middle bpp = 0.4. For higher bitrates, the
(absolute) reduction gain decreases, which could be intu-
itively explained as follows: If high reconstruction quality
is demanded at the cost of higher bitrate, then it may be
optimal to decrease the reliance on predictions and pay the
bitrate rather than risk compromising the quality. However,
by looking and the results of BPG and HEVC (analogous
pair of compression methods, one for single images and the
other for stereo), we can see that HEVC maintains its edge

2https://github.com/ywz978020607/HESIC. The authors did not re-
lease any training code. The model converged but we were unable to reach
better results than stated in Fig. 4

throughout the whole bitrate range, which suggests that fur-
ther improvements in bitrate reduction are possible. A qual-
itative comparison on an image from the InStereo2K test set
can be seen in Fig. 6. Additional examples are available in
the supplemental material.

As can be seen from Tab. 1 our model is significantly
smaller than existing methods for learned stereo image
compression, with a model size of our SASIC model of only
4% and 10% of the DSIC and HESIC models respectively.
A comparison and discussion of runtimes can be found in
the supplementary material.

4.5. Ablation Study

In this paragraph, we compare the modules in our
method and how they affect the overall rate-distortion
curves. A comparison of these cases can be seen in Fig. 5.
Furthermore we provide Bjøntegaard Delta PSNR (BD-
PSNR) [8] and BD-Rate values in Table 2. BD-PSNR ap-
proximates quality increase for equivalent bitrate (higher is
better) and BD-Rate approximates bitrate savings percent-
age for equivalent quality (negative and lower is better).

Backbone: For the backbone network, both images are
compressed independently of each other, with the model
used to compress the left image in the SASIC model.

Backbone + shift (case 1): For this case we remove the
stereo attention modules that connect D1 and D2 in Fig. 1
and only keep the connections between ŷ1 and y2 as well
as hres

D . After training, we can see from the RD-curves in
Fig. 5 that the model performs significantly worse than the
full model, indicating that the stereo attention in the de-
coder helps to reduce the bitrate further. The BD-rate in
Tab. 2 indicates that the remaining connection still leads to a
substantial improvement for Cityscapes when compared to
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Original BPG   bpp = 0.277,  PSNR = 32.30 HEVC   bpp = 0.277,  PSNR = 32.98 MV-HEVC   bpp = 0.262,  PSNR = 32.59 SASIC   bpp = 0.253,  PSNR = 33.08

Figure 6. A qualitative comparison on an image from the InStereo2K test set.

the backbone model where no such connections are present.
For InStereo2K, the improvements are smaller.

Backbone + stereo attention in decoder (case 2): In this
case we remove the connection between ŷ1 and y2 as well
as hres

D . We also replace the decoder of the hyperprior model
for the right image with that of the left model (Fig. 2 bottom
left). We keep the stereo attention connection between D1

and D2. The resulting model performs significantly better
than the backbone; however still worse than the full SASIC
model.

Backbone + stereo attention in decoder and hyperprior
decoder (case 3): To show the effectiveness of the con-
nections in the latent, not present in the case 2, we also
investigate an architecture that is solely based on a stereo
attention connection. For this case, we add three connec-
tions between the hyperprior decoders in the case 2, similar
to the decoder connections. From Tab. 2 we see that, indeed,
stereo attention alone is inferior in performance to our full
SASIC model. In fact, the resulting model performs even
worse than the simpler case 2 model.

SASIC The SASIC model combines all improvements,
i.e. Backbone + shift + stereo attention in decoder and hy-
perprior decoder. It is identical to the SASIC model in Fig.
4.

5. Conclusion
We have presented a new method for stereo image com-

pression nicknamed SASIC. The method extends a general
single image compression backbone model by two addi-
tions: a global shift and subtraction in the latent domain
so that only the residual is encoded for the right image, and
stereo attention modules in the decoder to account for finer
local displacements between images. We have shown in the
ablation study that the two proposed extensions in combi-
nation make a greater positive impact on the compression
performance than individually. The resulting model is very
lightweight, fast to train and during encoding and decoding,
and yet outperforms the existing state-of-the-art in learned

Cityscapes
Method BD-Rate BD-PSNR

SASIC -23.42 1.05
BB + Shift -14.58 0.67
BB + SA in D -19.70 0.80
BB + SA in D and HD -17.78 0.73

InStereo2K
Method BD-Rate BD-PSNR

SASIC -11.28 0.38
BB + Shift -2.28 0.07
BB + SA in D -10.6 0.31
BB + SA in D and HD -8.97 0.28

Table 2. Comparison of BD-Rate (lower is better) and BD-PSNR
(higher is better) between the backbone model an each of the cases.

stereo image compression. Comparison to traditional meth-
ods shows that these perform slightly better at low bitrates;
at mid to high bitrates, the proposed method is on par or
superior and is much faster at encoding. The experimen-
tal results further show that the performance gains due to
stereo handling diminish for higher bitrates. This is under-
standable, yet apparently not unavoidable, as the compar-
ison with traditional compression shows, so there remains
room for improvement in future work. Our model code is
publicly available3.
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