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Abstract—The paper deals with the analysis of histograms of
discrete data collected in questionnaires obtained for individual
realizations of the target variable. The main aim of the analysis is
to explore the influence of combinations of explanatory variables,
represented by responses to the questionnaire, on the behavior
of the target variable of the questionnaire. In this paper,
an automated approach to histogram comparison is proposed
based on coding combinations of data and detecting significant
differences in frequencies using the Marascuilo procedure. This
is the main contribution of the paper. The approach is validated
using a simulated questionnaire in which respondents answered
regarding their intention to purchase an electric vehicle subject
to finance, leasing, and charging availability, as well as their
driving style. The results of the experiments are demonstrated.

Index Terms—conditional histograms, discrete data, Maras-
cuilo procedure, questionnaire analysis

I. INTRODUCTION

Questionnaires are an effective tool for collecting data in
various application areas (for example, accident prediction,
voter preferences, customer service, etc.). The questionnaires
produce sets of discrete data that should be analyzed.

Data analysis found in this field is of several types. One
of them is a part of descriptive statistics using (i) simple
univariate analysis both of nominal and ordinal variables
including the estimation of proportions, (ii) standard chi-
square goodness-of-fit test and graphical visualization (bar, pie
charts, histogram) [1]–[4] along with the mean estimation for
ordinal data [1], and (iii) the bivariate extension of estimating
and testing proportions [1], [3], [4].

Comparative analysis of discrete questionnaires is based on
hypothesis testing to investigate the data distribution, search
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StorAIge project, and the corresponding Czech institutional support project
No. 8A21009. This project has received funding from the ECSEL Joint
Undertaking (JU) under grant agreement No 101007321. The JU receives
support from the European Union’s Horizon 2020 research and innovation
program and France, Belgium, Czech Republic, Germany, Italy, Sweden,
Switzerland, Turkey.

T. Reznychenko is with the Faculty of Transportation Sciences, Czech
Technical University, Na Florenci 25, 11000 Prague, Czech Republic (e-mail:
tetiana.reznychenko@cvut.cz).

E. Uglickich is with the Department of Signal Processing, Institute of
Information Theory and Automation of the CAS, Pod vodárenskou věžı́ 4,
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for dependence/independence of variables, etc. The analysis of
contingency tables in this field is based on testing associations
between the variables under certain assumptions. The methods
are divided between those for (i) two-way tables, e.g., the chi-
square test of independence [1]–[3], [5], McNemar test for
binary variables [6]; Fisher’s exact test for nominal variables
[3]; Goodman and Kruskal’s rank correlation measures for or-
dinal and nominal data [7], etc., and (ii) multiway tables, e.g.,
the Cochran-Mantel-Haenszel test dealing with the estimation
of the odds ratio and relative risk [1], [4], simple log-linear
models [4], [5], [8], etc.

This paper deals with inductive analysis aimed at modeling
the relationship between a target variable and several explana-
tory variables. In this area, the existing methods can be divided
as follows:

• modeling a binary target variable using Generalized Lin-
ear Models (GLM), namely, the logistic, probit [1], [2],
[5], [9], [10] and gompit regressions [10] directed at
the classification of continuous explanatory data and the
application of the logistic regression to indicator-based
discretized explanatory data [3];

• GLMs for a multinomial target variable:

– the multinomial logit regression, e.g., [2], [5] in-
tended primarily for nominal target variables, but
also used for Likert-type scaled or other rate scaled
ordinal data [4];

– the cumulative logit model for ordinal target vari-
ables [1], [3] (here, the application of a linear re-
gression to ordinal data treated as continuous random
variables [1], [11] or multinomial logit regression
ignoring the knowledge of ordering the target values
can be also met [4], [5], [9]);

– the Poisson and negative binomial regression models
[1], [3], [4] for count target variables as well as
their zero-inflated versions [12], the use of linear
regression techniques [5];

• techniques of coding discrete variables (e.g., dummy,
repeated coding, etc.) and using multiple indicators for
a linear regression [4], [11];

• the item response theory with the Rasch model elaborated
for binary target variables and partial credit, rating scale
and graded response models using a logit link function
for multinomial ordinal [13], [14] and nominal [14], [15]
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variables along with the Mokken scaling analysis [16];
• analysis of ordinal Likert scale variables using structural

equation modeling [17];
• Bayesian categorical analysis, see [5], [18]–[20], etc.;
• imputation methods for treating missing data in question-

naires, e.g., [1], [2], [21], [22];
• clustering and classification of discrete data by means

of data mining techniques, such as decision tree [23],
Bayesian networks [24], neural networks [25], k-nearest
neighbors [26], fuzzy rules [27], naive Bayes classifiers
[28], [29], genetic algorithms and model-based methods
including the use of discrete mixture models such as
latent class and Rasch mixture models [5], Poisson and
negative binomial mixtures [18], mixtures of Poisson
regressions [5], [18], mixtures of logistic regressions
for binary data [18], Poisson-gamma and beta-binomial
models [5], [18] as well as Dirichlet mixtures [30],
[31]. The estimation of the mentioned mixtures is solved
primarily using the iterative expectation-maximization
(EM) algorithm [32]. Algorithms of recursive estimation
of categorical mixtures with conjugate prior Dirichlet
distributions are elaborated in [19], [20], [33].

Despite the significant number of research methods of
discrete data analysis, this field still needs novel solutions that
can be used for modeling specific questionnaire data. Working
with a questionnaire with many explanatory variables, where
each of them has several possible answers, it is necessary to
find typical groups of them (which means to explore their
probability functions) and investigate which combinations of
explanatory variables lead to certain values of the target vari-
able. The presented paper focuses on this specific task through
analysis and comparison of histograms of combinations of
explanatory variables obtained for individual realizations of
the target variable. In the case of a high number of values
of the variables involved (i.e. multiple choice responses), the
dimension of the questionnaire table increases and therefore
an automated procedure should be developed to accomplish
this task.

The layout of the paper is organized as follows. Section
II-A formulates problem to be solved. Section II-B introduces
the proposed methodology. The results of experiments with
simulated data are provided in Section III. Conclusions can
be found in Section IV.

II. THEORETICAL BACKGROUND

A. Problem Formulation

Let us have a questionnaire, which contains a set of the
explanatory data X = {[x1, x2, . . . , xn]t}Tt=1 and the target
variable Y = {yt}Tt=1. The explanatory variable X is the n-
variate discrete random variable. Each of their realizations
x1;t, x2;t, . . . , xn;t at time t = 1, 2, . . . , T corresponds to
answers to n questions. Each of the questions has the set of
their possible realizations {1, . . . , Nxi}, i = 1, 2, . . . , n, which
is not limited to be of the same dimension, i.e., Nxi can be
different.

The target discrete variable Y has a set of possible realiza-
tions yt ∈ {1, 2, . . . , Ny}.

The task to be solved is formulated as follows: find the
combinations of X for which there are significant differences
between the values of Y .

In the context of the questionnaire analysis, this means find-
ing out how the answers differ, how significant the differences
are, and what probability functions correspond to each answer.

The main idea of the presented approach along with a simple
example is shown below.

B. Conditional Histogram Analysis of Questionnaire Data

In the considered context, the relationship of the explanatory
and target variables is described by the joint probability
function (pf), which is decomposed according to the chain
rule [34]

f(Y,X) = f (X|Y ) f (Y ) , (1)

where f (X|Y ) is the conditional pf, which describes the
behavior of the explanatory variables depending on the target
variable Y , and f(Y ) is the marginal pf of Y , which is its
histogram.

The main idea is to analyze the differences in the conditional
pfs f (X|Y ) existing for each value of Y . The sets of values
of all variables in X are large, which leads to a table of
a huge dimension. That is why it is necessary to code the
combinations of individual values from X to the auxiliary
coding variable g, i.e.,

f (X|Y ) =


f (X|Y = 1)→ f (g|Y = 1)

f (X|Y = 2)→ f (g|Y = 2) ,

. . .

f (X|Y = Ny)→ f (g|Y = Ny) .

(2)

where g = [g1, g2, . . . , gNg ], Ng =
∏n
i=1Nxi . All of the

conditional pfs f (g|Y = j), j = 1, 2, . . . , Ny in the form of
histograms should be compared.

If the differences in frequencies for a given value of
g (representing a combination of individual variables from
X) are not significant, the result does not bring any new
knowledge about the behavior of Y . However, in the case of
significant differences, it indicates that the given combination
of X influences the variable Y . From a practical point of view,
it is important which respondents create the group of these
combinations and how it is possible to change the values of
Y via the combinations of X .

The following simple example illustrates the presented idea.
Let the values of Y at time t be yt ∈ {1, 2}, and x1;t ∈
{1, 2, 3} and x2;t ∈ {1, 2}. The entire explanatory data set
X is divided into two groups according to the realizations of
Y , where each row is coded by the value of the new coding
variable g:

Y = 1



x1;t 1 1 2 2 3 3
x2;t 1 2 1 2 1 2
g 1 2 3 4 5 6

h (g) 5 7 51 8 3 4

Y = 2

x1;t 1 1 2 2 3 3
x2;t 1 2 1 2 1 2
g 1 2 3 4 5 6

h (g) 2 4 3 5 98 6

and where h (g) are histograms of g (i.e., individual combi-
nations of x1;t, x2;t).

Here, significant frequencies correspond to g = 3 (for Y =
1) and g = 5 (for Y = 2). It means that g = 3 composed from
the combination of x1;t = 2, x2;t = 1 induce the value yt = 1
and similarly, g = 5 corresponding to x1;t = 3, x2;t = 1
leads to yt = 2. The rest of the observed frequencies are
insignificant.

So, if yt = 1 is positive and yt = 2 negative feature of
the target variable Y (for instance, the accident occurrence),
from a practical point of view, it is necessary to replace x1;t =
3, x2;t = 1 by x1;t = 2, x2;t = 1 (which leads to replacing
x1;t = 3 by x1;t = 2). For example, if one of these variables is
the number of lanes and the second one is the speed limit, the
replacements to be needed are to change (increase) the number
of lanes and lower the speed limit, etc. Another alternative
is to search for values of g (combinations of X), which are
responsible for a certain number of serious traffic accidents,
and investigate them.

In this paper, the automated approach of the histogram
comparison is based on coding the combinations of values and
finding different frequencies with the help of the Marascuilo
procedure [35]. The individual steps of the procedure are
summarized as follows:

1) Classify the explanatory data X among the values of the
target variable Y .

2) Code each row of combinations of the values X as the
value of the coding variable g ∈ {1, 2, . . . , n}.

3) Obtain the histograms of g for each Y .
4) Apply the Marascuilo procedure to test the differences

of columns in individual histograms of g.
5) Decode the variable g back to the original values of X

to investigate which combinations cause the significant
differences.

The final step for selected combinations must be done manu-
ally. However, the number of the found combinations will not
be so large.

The presented approach of the histogram analysis was tested
in the open source software for numerical computations Scilab
(see www.scilab.org).

C. Marascuilo procedure

Marascuilo procedure can be used for the comparison of
equality of several proportions p = [p1, p2, . . . , pn]. It gives
results for all individual couples pi, pj .

The statistics are the absolute value of differences

si,j = |pi − pj |,∀ i, j ∈ {1, 2, . . . , n}, i 6= j. (3)

The critical values are

ri,j =
√
χ2
1−α,n−1

√
pi(1− pi)

ni
+
pj(1− pj)

nj
, (4)

where χ2 is critical value of the χ2-distribution, α is the
confidence level, n is the number of proportions and ni, nj
are numbers of data from which the proportions pi, pj have
been computed.

The result is

Mi,j =

{
1 for si,j ≥ ri,j
0 for si,j < ri,j .

(5)

The proportions pi, pj for which Mi,j = 1 are different
[36].

III. EXPERIMENTS

The aim of the experiments was to validate the approach by
finding the differences in conditional histograms in simulations
in the correct combinations of explanatory data. The simulated
set of discrete questionnaire data concerning an intention of a
potential customer to purchase an electric vehicle was prepared
for the experiments.

Two configurations of the questionnaire were used for the
validation. In the first case, the target variable was a customer’s
intention to buy an electric vehicle (EV) ∈ {1, 2} with 1
denoting the intention to buy and 2 not to buy EV.

For this configuration, we have used two models with two
columns of switching probabilities to express the intention of
a customer to buy or not to buy EV. With the help of these
models, we used the random generator in Scilab to simulate
the values of the target and explanatory variables.

The explanatory variables were as follows:
• finances ∈ {1, 2}, where 1 means that customers have

sufficient financial means to buy EV and 2 – they do not
have the financial capacity,

• credit ∈ {1, 2}, where 1 – they agree to ask, and 2 –
customers do not agree to ask a bank for credit or leasing,

• charging ∈ {1, 2}, where 1 – they have a possibility, and
2 – customers do not have a possibility to charge EV
close to home or workplace,

• driving style of the customers ∈ {1, 2}, where 1 – shorter
distances only in a city, and 2 – mostly longer distances
out of a city.

In the second case, three possible realizations were consi-
dered: 1 – customers want to buy EV, 2 – they do not want
to buy EV, 3 – not sure about buying EV. In this case, three
models of switching probabilities were used for the simulation.
The explanatory variables were defined in the same way as in
previous case. The number of data generated will be mentioned
later in the description of individual experiments.

The results of validating the approach obtained using both
configurations are presented below.



A. Experiments with Two Values of a Customer’s Intention of
Buying EV

Here, the important value of the target value is Y = 2,
which means that customers are more likely not to buy EV. The
analysis of the combinations of respondents’ answers leading
to this value can be useful from a practical point of view and
provide an understanding of which changes should be made.

For this part of the experimental part of the work, two
options were considered: (i) with 5.000 simulated values, and
(ii) with 10.000 values, which correspond to the number of
people that completed the questionnaire. The histograms cor-
responding to 5.000 respondents and to intention of customers
to purchase and not to purchase EV can be seen in Fig. 1 (top
and bottom).

Fig. 1. Histograms for two values of the target variable and 5.000 participants

The frequencies different in values of the coding variable g
were obtained as follows:

1 4 5 8 10 11 12 14 15 16.

The approach found the following combinations of the ex-
planatory data, corresponding to them:

1 1 1 1 1
4 1 1 2 2
5 1 2 1 1
8 1 2 2 2

10 2 1 1 2
11 2 1 2 1
12 2 1 2 2
14 2 2 1 2
15 2 2 2 1
16 2 2 2 2

Comparing the top and bottom histograms, for instance, for
the value of g = 16, it can be seen that the frequencies for
the intention to buy and not to buy EV are highly different:

about 30 vs 650. The algorithm evaluated this combination as
influencing the target variable. Unlike g = 16, for instance,
the algorithm did not select the value of g = 3, because in
the histograms the difference in frequencies between Y = 1
and Y = 2 is less than 100. It means that this combination of
explanatory variables is not significantly different.

Similarly, the testing of the proposed approach with 10.000
values has provided the same correct results expected from
known simulations, see Fig. 2.

Fig. 2. Histograms for two values of the target variable and 10.000 participants

This means that for this configuration of the simulated
data set, the conditional histogram method works similarly
for 5.000 and 10.000 values.

B. Experiments with Three Values of a Customer’s Intention
to Buy EV

In this part, the value Y = 2 is still the subject of interest,
however, in addition, respondents have a choice to answer that
they are not sure about buying EV (Y = 3).

Here, three options were considered, where the number of
simulated respondents was 3.000, 5.000, and 10.000. Here,
three histograms were compared, and the combinations are
different. The results of the conditional histogram comparison
for 3.000 values are given in Fig. 3. In this case, the frequen-
cies different in values of g were

5 12 16

with the following combinations of explanatory data:

5 1 2 1 1
12 2 1 2 2
16 2 2 2 2

For 5.000 participants, the histograms compared can be found
in Fig. 4. Here, the values of g were

1 5 7 8 12 15 16



Fig. 3. Histograms for three values of the target variable and 3.000 people.

Fig. 4. Histograms for three values of the target variable and 5.000 people.

and the combinations of the explanatory data were

1 1 1 1 1
5 1 2 1 1
7 1 2 2 1
8 1 2 2 2

12 2 1 2 2
15 2 2 2 1
16 2 2 2 2

During the validation with 10.000 people shown in Fig. 5,
the values of g found by the approach were

1 5 7 8 11 12 14 15 16

and the combinations of data corresponding to them were

1 1 1 1 1
5 1 2 1 1
7 1 2 2 1
8 1 2 2 2
11 2 1 2 1
12 2 1 2 2
14 2 2 1 2
15 2 2 2 1
16 2 2 2 2

Fig. 5. Histograms for three values of the target variable and 10.000 people.

The histograms, which are shown in Fig. 3, Fig. 4, and
Fig. 5, are similar. However, the method identified nine com-
binations that are different for 10,000 people. We got three
combinations with 3,000 people in Fig. 3, and seven combi-
nations with 5,000 people in Fig. 4. In Fig. 5, the frequencies
are different for g = 3 and g = 7. These combinations may
have an impact on the target variable, but the algorithm did
not evaluate them as significant.

The significant frequencies for the experiment correspond
to g ∈ {1, 5} for Y = 1, and g ∈ {12, 16} for Y = 2. This
means that g is composed of the combinations

1 1 1 1 1
5 1 2 1 1
12 2 1 2 2
16 2 2 2 2

If Y = 2 is the feature of the interest, because the
factors influencing intentions of the customers not to purchase
EV have to be explored, it would be necessary to replace
x1;t = 2, x3;t = 2, x4;t = 2 by x1;t = 1, x3;t = 1, x4;t = 1.
From a practical point of view, it describes the reasons that
restrict customers from buying EV. As it was expected from
the simulated data set, the changes that should be made to
convince customers are (i) increasing their purchasing power,
(ii) increasing the number of EV charging stations, and (iii)



adapting their driving style to shorter distances in the city,
which may suggest that they should have an EV more as
a second car in the family. The bank credit x2;t is not a
significant explanatory variable in this case.

C. Discussion

The focus of the paper was to test the proposed approach
using simulated data. The goal was successfully achieved. The
results obtained from the experiments performed show that the
method has been successfully applied to the analysis of condi-
tional histograms. The task is very relevant in practical areas,
for example, in transportation sciences. Potential applications
of the method can be seen in the optimization of transport
routes, or the reduction of carbon vehicles that lead to air
pollution, etc. In the next paper, we plan to test the approach
using real data.

IV. CONCLUSION

The presented study focused on the comparison of frequen-
cies in histograms of explanatory data obtained for the case
of different values of the questionnaire target variable. The
aim of the study was to recognize the significant differences
in histograms and to find the combinations of explanatory
data, having an impact on the target variable. The obtained
results show that this algorithm works more accurately on a
sample of 3.000 and 5.000 people and three values of the
target variable. For the approach, it is important to define a
criterion by which it is possible to say that the values are really
different. The Marascuilo procedure showed adequate results
of the histogram comparisons, which means that the goals of
the study were achieved.

The main contribution of the paper is the automated ap-
proach of the histogram comparison based on coding the
combinations of values and finding different frequencies with
the help of the Marascuilo procedure.

The question of what can be considered as different frequen-
cies in the histograms is very sensitive. For the time being, a
statistical approach based on the Marascuilo test was used.
However, the essence of the problem is: when can groups of
answers be considered different. A clear formulation for this
question and an approach to its solution is needed.
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