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Semi-Blind Noise Extraction Using Partially Known
Position of the Target Source

Zbyněk Koldovský, Jiřı́ Málek, Petr Tichavský, and Francesco Nesta

Abstract—An extracted noise signal provides important infor-
mation for subsequent enhancement of a target signal. When the
target’s position is fixed, the noise extractor could be a target-can-
cellation filter derived in a noise-free situation. In this paper we
consider a situation when such cancellation filters are prepared for
a set of several possible positions of the target in advance. The set
of filters is interpreted as prior information available for the noise
extraction when the target’s exact position is unknown. Our novel
method looks for a linear combination of the prepared filters via
Independent Component Analysis. The method yields a filter that
has a better cancellation performance than the individual filters
or filters based on a minimum variance principle. The method is
tested in a highly noisy and reverberant real-world environment
with moving target source and interferers. A post-processing by
Wiener filter using the noise signal extracted by the method is able
to improve signal-to-noise ratio of the target by up to 8 dB.

Index Terms—Independent component analysis (ICA), noise ex-
traction, audio source separation, supervised localization, general-
ized sidelobe canceler (GSC).

I. INTRODUCTION

S PEECH enhancement is a field that comprises a large
number of methods designed to remove unwanted signals

from speech [1]. Using multiple microphones became popular,
because spatial information can be used to extract noise signals
providing important information for subsequent enhancement
of a target signal. For example, a popular beamformer called
Generalized Sidelobe Canceler (GSC) consists of three building
blocks, one of which is called the blocking matrix (BM) [2].
This block is designed to cancel the target and only pass through
noise signals. The ability to extract noise signals is essential
for the final performance of beamformers or other post-filtering
approaches [3].
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In pioneering beamforming methods [4]–[6], the sound is as-
sumed to propagate without any reflections, so only pure de-
lays are taken into account. This model is useful in anechoic
chambers where the reverberation time is very short, or when
the target is sufficiently close to microphones so that the di-
rect-to-reverberation ratio is high. In real-world environments
such as a typical room in a house, the methods fail. The key
problem is leakage of the target signal through the noise ex-
tractor, which is responsible for a distortion at the final output.
More recent methods take reverberation into account. For ex-

ample, Gannot et al. [7] proposed a variant of GSC which aims
to retrieve the responses (images) of the target on microphones
(dereverberation is not the goal). The BM is constructed using
a priori known transfer function ratios (TFRs) that are used to
cancel the target at the BM output1. In other words, the BM is
realized using target cancellation filters (CFs) defined through
the known TFRs. The same or similar principles are also used
in other methods; see e.g., [8]–[11].
Consequently, the key need is to acquire the CFs. For a fixed

position of the target, they can be estimated from noise-free
recordings of the target. The estimation can be done in the
time-domain using the method of least squares. TFRs can be
estimated in the frequency domain through estimating spectra
and cross-spectra of signals [12]. In methods that operate in
the short-time Fourier transform (STFT) domain, the latter
approach is more desirable. Unbiased estimation of TFRs
is possible in the presence of diffusive stationary noise [7],
[13]. Other variants of such estimation were proposed in [8],
[14], [15].
A problem arises when the noise is directive and nonsta-

tionary (e.g., there are other interfering speakers). CFs cannot
then be updated from measured signals, and the cancellation re-
lies on the position of the target remaining the same as the one
for which the CFs were computed. However, in a simple ex-
periment we show that even small movements of the target can
cause target leakage through CFs, especially when the distance
between the target and the microphones is far (say, more than
1.5m) so that the direct-to-reverberation ratio becomes low. The
need is to update the CF even under highly nonstationary con-
ditions: for example, when there are moving interferers that are
closer to microphones than the target.
To estimate CFs under general conditions, it is possible to use

Blind Source Separation (BSS) methods [16]–[19], which do
not need prior information about the scenario. However, there
are two main drawbacks. First, the efficiency of BSS methods

1Hence, it is not necessary to know the transfer functions (the impulse re-
sponses) from the target to the microphones, which are hardly available in prac-
tice.
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is limited [20], especially when sources are distant from micro-
phones. Second, BSS methods have inherent permutation ambi-
guity for which any general solution does not exist. The higher
complexity of BSS approaches also cannot be overlooked.
In this paper, we develop a simpler method that is able to

cope with the aforementioned difficult situations. It can be cat-
egorized as semi-blind: It is based on the assumption that the
location of a target is limited to a specific area and, for sev-
eral points within this area, CFs are already known. Using this
so-called Cancellation Filter Bank (CFB), the key task is to de-
sign a proper CF at any moment, that is, for any position of the
target within the area, and in the presence of stationary as well
as nonstationary and moving interferers.
In [21], Independent Component Analysis (ICA) is used to

obtain the CF as a linear combination of CFs in the CFB such
that its output is as independent of the target as possible. Here,
we show that the linear combination of CFs cancels the target
better than individual CFs, when the target’s position is not the
same as any of the positions for which the CFs are available
(we will refer to these positions as to the known positions). We
propose further improvements to this method, one of which is
to have it detect whether the position of the target fits any of
the known positions for which the particular CF from CFB is
selected. As a byproduct, this will lead to a precise (supervised)
localization of the target, which will proceed in a similar fashion
as in [22]–[25] but also under noisy conditions.
This paper is organized as follows. Section II introduces some

formalizations and describes the scenario and dataset consid-
ered throughout this paper. Section III is devoted to definitions
of CFs and their estimation in time-domain using least squares.
It is demonstrated that the CFs can be sensitive to small move-
ments of the target. In Section IV, we propose two methods for
the design of CFs using the CFB under general conditions. The
first method is a straightforward approach based on the min-
imum output variance principle. The second method is the semi-
blind approach using ICA. Section V shows results of several
experiments with the dataset of real-world recordings. The en-
hancement of the target signal obtained by the proposed method
is compared to the performance of a semi-blind frequency do-
main source separation method derived from [19].

II. THE PROBLEM STATEMENT

A two-microphone recording of a target source, during which
its position is fixed, is described by

(1)

where is the time index, denotes the convolution,
and are, respectively, the signals from the left and right
microphones, is the target signal, and and
are noise signals (interferers). The noise signals can correspond
to multiple sources but they are assumed to be independent of

. and denote the microphone-target impulse
responses that depend on the position of the target and on the
acoustical properties of the environment. In this paper, we focus
only on the two-microphone scenario due to its comparatively

Fig. 1. Setup of the room which was utilized in our experiments. The known
positions of the target source, located in a regular grid, are numbered from 1
to 16. The roman numerals correspond to gCFs for the groups of four adjacent
positions. For example, the gCF IV is defined for positions 5, 6, 11 and 12.

easy accessibility [26]. The concept, however, may be general-
ized to more microphones.

A. Scenario

Throughout this paper we will consider a situation where a
target speaker is recorded by two distant microphones, in an or-
dinary room that has natural acoustical properties (reverbera-
tion). The location of the speaker is limited to a small area, for
example, such as in a meeting situation where the speaker, who
is seated, makes limited movements with the head. In general,
the goal is to enhance the noisy speech of the speaker when its
position within the area is not exactly known and can even vary
from one position to another.
We assume that there are known positions within the

speaker’s area from which its noise-free recordings were ob-
tained in advance. Each such recording can be described via (1)
where . The recordings are used to estimate CFs
for the known positions, as described in the next section.

B. Dataset

A particular scenario where we recorded our data for demon-
strations and experiments described in this paper is illustrated in
Fig. 1. The situation is challenging as it takes place in a meeting
room with the reverberation time of about 650 ms. The
target’s position is limited to a 30 cm 30 cm area whose center
is at a 2m distance frommicrophones.We consider static as well
as moving interferer that is closer to the microphones than to
the target. In this paper, we omit situations with close speakers
and minor reverberation, because the a priori knowledge of the
proposed method (the known CFB) is comparatively strong. Its
applications in simple scenarios are therefore less interesting.
As the target’s noise-free signals, three male and three female

utterances each of 4 s length, were played over a loudspeaker
from each of positions that form a regular grid with 10
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cm spacing within the target area. The responses of the signals
were recorded by two microphones2 directed towards the center
of the grid. All recordings were sampled at the frequency of
44.1 kHz, but then the signals were downsampled to 16 kHz.
The utterances were taken from the TIMIT database.
Selected utterances of two different speakers from TIMIT

were used as noise signals. The utterances were recorded from
the fixed position, marked as in Fig. 1, and from the dynamic
position on the right-hand side of the target speaker, marked as
. We achieved the latter position by moving the loudspeaker

during the playback along the path sketched in the figure. In all
cases, the loudspeaker was situated perpendicular to the wall
behind the microphones.
Later, in Section V, we also add multisource background

noise and white Gaussian noise to the mixtures of signals
in order to approach the real-world environment as much as
possible.

III. CANCELLATION FILTERS

As pointed out in our Introduction, the blocking matrix can
be realized using an efficient cancellation filter (CF) selected
specifically for the target’s position. According to (1), an ideal
CF for a fixed target’s position generally consists of two SISO
filters and that satisfy

(2)

(we will omit the time index if it is not necessary). Then, the
filter output

(3)

does not contain the contribution of , so the passed signal
provides information about the noise signals and . Its fur-
ther exploitation is briefly discussed in Section V together with
the AIC part of the GSC beamformer.
A special case is when is put equal to the unit impulse (or

a delayed due to the causality) and where
denotes the inverse filter of . In the frequency domain,
corresponds with TFR, that is, the ratio of Fourier transforms

of and , hence the relation to [7]. The choice is
also related to the Equalization-Cancellation binaural hearing
model [27]: the target signal on one microphone is equalized to
have the same response as on the other microphone, and then
the responses are subtracted [12]. The sources that propagate in
ways different from the target are not canceled, therefore, the
output of the CF provides a reference noise signal.
In this paper, we will follow the choice . Other options

of (2) were studied, e.g., in [28].

A. Least-Squares Computation of CF From a Noise-Free
Recording

For now, let and be the noise-free recordings of the
target signal that is located in a fixed, known position. The

2We use RØ DE™ microphones NT55 with cardioid capsules. The audio
sound card is EDIROL FA-101.

filter , denoted simply by , can be designed through the
minimization

(4)

where is a short integer delay introduced for the case that the
target signal reaches the right microphone earlier than the left
one. We will call the cancellation filter, although the CF is the
MISO filter comprised of the two SISO filters and .
The position associated with the cancellation filter will be called
the CF position.
The least-squares problem in (4) leads to a Toeplitz system

of linear equations; corresponds with the chosen length
of . The system can be solved effectively by the Levinson-
Durbin algorithm in operations [34]. The approach is
computationally more demanding than the frequency-domain
estimation of through TFRs [13]; nevertheless, our method
computes the CFs in advance so the computational burden due
to the solution of (4) is immaterial.

B. CF for Groups of Positions

Let and denote noise-free recordings of the target lo-
cated at the th position, , where is a set of indices. We
define the so-called group cancellation filter (gCF) for the set
of positions as the one that minimizes

(5)

Mathematically, the optimization problems (4) and (5) are
equivalent. The difference between the gCF and an ordinary CF
is that the former simultaneously cancels sources coming from
all positions in , so it might be less sensitive to small move-
ments of the target. On the other hand, its cancellation perfor-
mance for a particular position in cannot be higher than that
of the CF for the same position.

C. Sensitivity to Small Movements

The CFs were derived for positions and gCFs for
groups of positions defined in Fig. 1. Each filter, of
length , was computed using the recording of the first
male utterance of 4 s in length. Then, we examined the depen-
dence of their cancellation performance on the change of the
target’s position. The filters were applied to the female utter-
ances played from each of 16 positions. We chose testing sig-
nals different from the learning data to avoid any overlearning
effects. Figs. 2 and 3 show, respectively, the average residual
variances of the CFs’ and gCFs’ outputs.
The residual variance reflects the degree of the target can-

cellation. The better the cancellation, the smaller the variance.
Fig. 2 shows that the cancellation is significantly better when
the target’s position corresponds to the CF position (the main
diagonal in Fig. 2), while it drops by about 10 dB when the po-
sition is different (even neighboring). For example, when taking
the CF computed for position 1 but playing the signal from po-
sition 2, the CF cancels the target only by 3.1 dB (relative to the
average variance of recordings which is 36.4 dB) while the



2032 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 21, NO. 10, OCTOBER 2013

Fig. 2. Residual variances of CFs’ outputs when the female target speaker ut-
ters from positions under noise-free conditions. The main diagonal
corresponds to the case when the CF corresponds with the target position, which
yields the best position.

Fig. 3. Residual variances of gCFs’ outputs when the female target speaker
utters from positions . For example, it is seen that the gCF I yields the
best cancellation performance for positions 1, 2, 7, and 8, which corresponds to
the filter definition in Fig. 1.

CF for position 2 cancels it by 13.8 dB. This illustrates the sen-
sitivity of CFs to small movements of the target in a real-world
environment.
The output variances of gCFs shown in Fig. 3 behave differ-

ently. They are approximately the same for the group of four
positions for which the gCF was computed. The drop of per-
formance for the other positions is not so dramatic (by about
5 dB). On the other hand, the best cancellation performance is
lower by about 5 dB than that of the CF for the CF position. For
example, gCF I and II cancel the woman’s voice from position
2, respectively, by 7.7 dB and 8.1 dB, while the CF cancels it by
13.8 dB. This is the price paid for the wider cancellation range3.

3The phenomenon that gCFs cancel the target less than CFs can be used for
detecting multiple active sources (e.g., cross-talk detection); see [29].

Fig. 4. Relative residual variances of the CF for position 2 and male speaker 1
depending on the speaker and changes in the environment. Each residual

variance is related to the variance of the input recording.

Fig. 5. Photo of the recording situation with the foam obstacle placed 40 cm
in front of the microphones. The loudspeaker is located in position 2.

In this paper, we will consider both banks of the filters.
Hence, the cancellation filter bank (CFB) contains 16 CFs
denoted , while the group cancellation filter bank
(gCFB) contains 9 gCFs denoted . We use the filters
computed from the first male utterance of length 4 s.

D. Sensitivity to Other Changes

The cancellation performance of a CF also depends on other
changes in the environment. For illustration, we conducted
an experiment where the loudspeaker was placed in position
2. Various changes in the room were made. Namely, several
persons (1–6) were successively seated around the table with
microphones, a door or window was opened, a foam obstacle
was placed 40 cm in front of the microphones to attenuate
the direct-path signal (see photo in Fig. 5), or the loudspeaker
was rotated to the right. The utterances were recorded for
each change, and the CF computed for the first male speaker
in position 2 (without any changes, i.e., ) was applied to
the recordings. The residual variances evaluated for different
speakers are shown in Fig. 4.
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Naturally, it holds that the greater the change, the greater the
drop of the cancellation performance of . For example, the
performance declines gradually with the growing number of
persons around the table. The change due to the foam obstacle
blocking the direct-path signal is also significant. On the other
hand, all the tested changes caused a smaller performance de-
crease than moving the target (loudspeaker) to position 1 did.
We know already from Fig. 2 that the drop in performance when
the target is in a different position than the CF is by about 10 dB.
Position 1 is not exceptional. The results also indicate that the
speaker’s voice is less influential.

IV. NOISE EXTRACTION USING THE AVAILABLE CFB

In this section, we propose two approaches that are applicable
as noise extractors, e.g., within the blocking matrix part of a
GSC-type beamformer. Both approaches take advantage of the
available bank of cancellation filters. The goal is to design a
proper CF for any short interval when the position of the target is
not precisely known (somewhere within the limited area) while
noise is potentially present. It is assumed for simplicity that the
target’s position is fixed during that interval.

A. The Minimum Variance Approach

A straightforward approach selects the CF as the one filter
from the CFB that provides the minimum variance on its output.
We call this simple method the minimum variance approach
(MVA).MVA is a competitor to the method proposed in the next
section.
MVA relies on the assumption that a correctly canceled target

source should have a minimum energy at the output even when
noise is present. This assumption is reasonable provided that
the energy of the target is significantly higher than the energy of
noise.
1) Localization: On assumption that the CF is selected cor-

rectly, the CF position must agree with the true position of the
target. MVA thus provides a simple method for localization for
the target as a byproduct. The localization is supervised [25] in
the sense that it relies on the a priori known CFB. Similar lo-
calization methods relying on prior knowledge of the acoustical
environment are capable of localizing the source in 3D using
only two microphones; see [22]–[24].

B. The Semi-Blind Approach

Now we describe the approach based on the use of ICA. Let
be a so-called observation matrix defined as

...
...

... (6)

where is the set of indices of all CFs in the
available CFB, and and , respectively, denote the begin-
ning and end of the interval of data.

The subspace spanned by rows of contains outputs of all
CFs in the CFB. For example, let

(7)

Then is the
output of the th CF. It is therefore reasonable to scan the whole
subspace to find the best linear combination of rows of in
terms of the target signal cancellation.
To find the linear combination or, equivalently, the corre-

sponding CF or its output signal, we search for independent
components (ICs) of , which is the idea first used in [21]. The
key reason is that the noise is independent of the target. Hence,
it can be expected that one such independent component cor-
responds to the noise or, in other words, to a residual signal in
which the target is canceled as much as possible. A suitable ICA
algorithm could be used by considering as an instantaneous
mixture where is a square mixing matrix and is
the matrix whose rows contains the ICs [35].
1) Noise Component Detection: Since the order of ICs is

random, which is the inherent ambiguity of ICA, it must be de-
termined which of them gives the best noise estimate. Let be
the estimated de-mixing matrix obtained by the ICA algorithm,
that is, the estimate of up to the order of its rows. Let the
scale of rows of be such that all ICs have the same (unit)
variance. We propose selecting the component according to the
largest element (in absolute value) of the last column of .
To explain, note that the th element of the last column of

determines to what extent the last row of contributes to the
th component. The last row of contains the signal from the
right-hand microphone while the other rows are filtered ver-
sions of . The cancellation of the target signal is possible only
if the diversity between and is exploited. Therefore, the
last row of must be “sufficiently” involved in the component
in which the target is canceled.
2) Localization: Let denote the row of corresponding

to the selected IC. In case the target is located in one of the
known positions, should be similar to in (7) up to a scale
factor where is the index of the position. Therefore, the posi-
tion of the target can be deduced according to the largest element
(in absolute value) of up to its last element.
Moreover, in a case where is sufficiently similar to , it can

be put equal to . The reason is that this situation is probable
in case that the target is very close to the th position for which
the corresponding CF achieves an optimal performance. This
arrangement helps us avoid the statistical error introduced by the
ICA algorithm in the vicinity of known positions and improves
the cancellation performance.
3) Selection of the ICA Algorithm: In this paper, we use a

special case of the BARBI algorithm (BARBI(1)) from [36] in-
stead of BGSEP, which was used in [21]. BARBI utilizes the
nonstationarity of signals as well as their spectral diversity while
BGSEP uses the former property only. Details of the algorithm
are given in Appendix A. The complexity of BARBI(1) is about
twice higher compared to BGSEP. Nevertheless, BARBI(1) is
still very fast compared to many other ICA algorithms [37],
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[38]4. In the problem defined here, BARBI(1) performs better
than BGSEP.
Finally, we summarize steps of the proposed semi-blind

method, from now on denoted as SBSS. A period of data from
microphones is processed as follows.
1) Define according to (6).
2) Decompose by BARBI(1) and obtain the de-mixing ma-
trix .

3) Let the last column of be denoted by . Find the largest
element of in absolute value and denote its index by .

4) Let denote the th row of divided by the negative
value of its last element, that is by . Hence, the
last element of is (this resolves the scaling ambi-
guity introduced by the ICA algorithm).

5) If is close enough to for some , report
that the target is in position and select as the CF.
Otherwise, use the CF defined through .

We use an experimentally verified criterion for being close to
some , which is where is the sum of all positive
elements in and is the largest element of whose index is
. To explain, note that ideally and . Our choice

for is 1.

C. Example

The motivation for the proposed method is illustrated by the
following example that helps in understanding.
Let the target signal be the three female utterances played

from position 6 (see Fig. 1). The signal is mixed with the speech
of the man moving along the path at the signal-to-noise ratio
(SNR) of 0 dB. Here, the SNR is evaluated over all three female
utterances of 12 s in total length.
In this example, we aim at examining two cases: the CF

either is or is not available in the CFB. The latter case corre-
sponds to the interesting situation when the target occurs in a
new position (e.g., between two known positions) for which the
CF is not in the CFB. Let denote the matrix without the
6th row.
We apply BARBI(1) to the first half second of data, that

is, and are defined with and .
The number of blocks in BARBI(1) is 40. For comparison, we
examine also BGSEP used in [21] with the same number of
blocks. The number of samples used for ICA is limited to 8000
in order to show that the ICA methods are able to operate on
short intervals.
Fig. 6(a) evaluates outputs of all CFs (including ) in terms

of the SNR and the output variance. Naturally, the best SNR of
13.8 dB is achieved by that corresponds to the true position

of the target. The filter also yields the minimum output variance
as assumed byMVA (nevertheless, the difference from the vari-
ance outputs of the other filters is at most 0.7 dB).
The SNR of ICs of obtained by BARBI(1) and BGSEP

are shown in Fig. 6(b). The best independent component by
BARBI(1) is the 8th one and achieves 12.7 dB of SNR, which
is only slightly worse than the SNR of . The best component
of BGSEP is the first one and yields 10.0 dB of SNR.

4A Matlab implementation of BARBI is available at http://si.utia.
cas.cz/downloadPT.htm.

Fig. 6. (a) SNR and output variance of all CFs and (b) SNR of
independent components of . The target position is 6.

Fig. 7. Absolute values of elements of the de-mixing matrices estimated by
BARBI and BGSEP. The last columns and rows with the largest last elements
are marked by ovals. The largest element in those rows (up to the last one)
point to the position of the target, which is 6. Note that the information provided
by BARBI is clearer, which demonstrates the better performance of BARBI
compared to BGSEP in this task.

Fig. 7 shows absolute values of elements of the de-mixing
matrices obtained, respectively, by BARBI(1) and BGSEP. The
figure shows clearly what elements reveal the best ICs and the
position of the target. Specifically, the maximum element in the
last column of points to the best IC. The maximum element
of the corresponding row (up to the last element) points to the
target’s position. Both phenomena are explained by the fact that
the linear combination of rows of yielding a good noise es-
timate should be similar to . It is worth emphasizing that the
ICA algorithms discover this blindly.
Now we consider the situation when is not available in

the CFB. Here, MVA selects since its output variance is the
second smallest after . The achieved SNR of theMVA output
is 5.8 dB, which is simultaneously the best SNR among all
the other CFs in the CFB. Fig. 8(a) shows the SNRs of ICs
of obtained by BARBI(1) and BGSEP. The best SNR of
7.8 dB yields the 8th component by BARBI(1) and 5.7 dB

yields the 4th component by BGSEP. Consequently, the CF ob-
tained via BARBI(1) cancels the target signal better than that
via BGSEP and MVA. Naturally, the localization fails here be-
cause the CF for the true position is not available (the selected
rows in Fig. 8(b) are not similar to any ).



KOLDOVSKÝ et al.: SEMI-BLIND NOISE EXTRACTION USING PARTIALLY KNOWN POSITION OF THE TARGET SOURCE 2035

Fig. 8. (a) SNR of independent components of , and (b) absolute values
of elements of the estimated de-mixing matrices. The circles denote the max-
imum elements of last columns of the matrices. They correspond to components
yielding the minimum SNR.

D. Frequency-Domain Implementation

The proposed method as well as MVA can be implemented
in the frequency domain which leads to computational savings.
The CFs can be transformed to the Fourier domain and stored
in memory in advance. The signals from microphones can be
processed block-by-block, applying the short-time Fast Fourier
transform (FFT) at the beginning of the process. The CFs are
then applied in parallel by multiplying the Fourier images with
the transformed blocks of signals.
Next, the MVA as well as the SBSS can proceed without the

need to transform the filtered signals back to the time-domain.
In case ofMVA, the output variances of CFs can be evaluated in
the frequency-domain due to the Parseval equality. In SBSS, the
ICA algorithm can be applied to , where
denotes the row-wise Fourier transform’s counterpart of

(only one half since the input signals are real) and and
denote, respectively, the real- and imaginary-part operators. The
reason for this is that the model holds equivalently
for .
Finally, the inverse FFT and the overlap-add procedure are

needed only to obtain the time-domain output signal. The fre-
quency-domain implementation is used in Section V-C.

V. EXPERIMENTS

All experiments of this section were conducted using the data
that were recorded in the scenario described in Section II.

A. Fixed Target

The example of Section IV-C is now repeated for each of
the 16 fixed positions of the female speakers. Signals are pro-
cessed in a batch on-line processing regime, that is block-by-
block, where the length of each block is 8000 samples (half a

Fig. 9. NSR improvement averaged over all positions and processed blocks of
data when complete CFB is available (cCFB) and when the CF for the target
position is missing (icCFB).

second) with 50% overlaps. The performance of the noise ex-
traction (target cancellation) is assessed bymeasuring the output
Noise-to-Signal Ratio (NSR) in each block. The final criterion
is the average taken over the blocks and over all positions of the
target and is related to the input SNR (NSR improvement).
The mixture of noise signals is created in the following way.

As interfering speakers, we use the woman’s speech played from
position and the man’s speech played from the dynamic po-
sition . After six seconds the speakers are interchanged so
the next six seconds is the man in position and the woman
moves along the path . These signals are mixed with a non-
stationary background (two-channel) noise used in CHiME [32]
and with a stationary white Gaussian noise, respectively, in the
ratio of 30 dB and 50 dB. The resulting mixture of the noise
signals is then added to the target signal at a selected input SNR
(evaluated over the whole recordings).
We examine the two situations, respectively, denoted by

cCFB and icCFB, when the prior CFB is complete and in-
complete (the CF for the current target’s position is missing).
Besides the proposed MVA and the semi-blind method denoted
as SBSS, four supervised approaches are considered:
• True CF selects the CF from CFB for the true position of
the target,

• best CF selects the one CF from CFB that gives the max-
imum NSR,

• max NSR finds linear combination of rows of such that
the NSR is maximal, and

• SBSS oracle is the proposed semi-blind approachwhere the
independent component is selected based on the maximum
NSR.

Note that true CF, best CF, andmax NSR perform equally in the
cCFB case. For the icCFB case, True CF is not available.
The performance values of the compared approaches are

shown in Fig. 9. For cCFB, the best NSR improvement is nat-
urally yielded by True CF, whose cancellation performance is
independent of the input SNR. True CF provides a performance
bound for MVA and SBSS. The bound is approached for input
SNR dB. For lower SNRs, the performance of MVA and
SBSS decreases, which is mainly caused by the worsened ability
to detect the correct CF or, equivalently, the target’s position.
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TABLE I
POSITION CLASSIFICATION OF FIXED TARGET [%]

TABLE II
NOISE-TO-SIGNAL RATIO IMPROVEMENT OF EXTRACTED NOISE

FROM DATA WITH MOVING TARGET (IN DECIBELS)

Table I shows the accuracy of position classification of both
approaches evaluated over blocks of signals and all positions of
the target. The localization is less accurate when the SNR value
on input goes below 5 dB. SBSS outperforms MVA for low
input SNR, that is, in situations when the minimum variance
assumption is not properly satisfied while the independence
principle is still reliable. Finally, SBSS oracle performs slightly
better than SBSS but not by too much. This proves that the
procedure for the IC selection proposed in Section IV-B.1 is
efficient.
In the icCFB situation, the NSR improvement of all ap-

proaches drops by 6–8 dB. There are two different performance
bounds provided by max NSR and best CF. The bound given
by max NSR is higher by about 2 dB than the bound given by
best CF. While MVA is limited by best CF, SBSS is limited by
max NSR. Unfortunately, neither SBSS nor MVA achieve either
of these two bounds. Similarly to cCFB, SBSS performs better
than MVA for lower input SNR ( dB).

B. Moving Target

In this experiment, we were moving5 the target source con-
tinuously from position 1 to position 16. The male utterances
and the female utterances were played in sequence during the
movement, so the total length of the recording is 2 12 s. The
recorded signals were mixed with the noise signals from the
previous example (played twice). The signals are processed
block-by-block as in the previous experiment.

5A video of the recording is available at http://itakura.ite.
tul.cz/zbynek/dwnld/semiBSSdemo/moving.avi.

The noise extraction techniques were applied to cancel the
target signal at different SNR levels. Two a priori banks of can-
cellation filters were considered: the CFB with 16 CFs and the
gCFB with 9 gCFs introduced in Section III. In both cases, the
whole banks were used (i.e., with no missing filters). The results
of this experiment in terms of the NSR improvement are listed
in Table II.
The moving scenario can be seen as a combination of the

cCFB and icCFB situations, because the target occurs more or
less nearby the known positions. The average NSR improve-
ment is between 3 and 8.7 dB, which is in agreement with the
results of the previous experiment. The best performance is
achieved by best CF, oracle SBSS performs slightly better than
SBSS, and SBSS outperforms MVA, especially when the input
SNR is low.
By comparing the results achieved for different genders of

the target speakers, the results for the male speakers are better
by about 1 dB. This is explained by the fact that the cancellation
filters were derived from signals of the first man, so they are
better adapted to male voices.
Results achieved with the gCFB are comparable with those

attained using the CFB. Here, they are slightly worse (by no
more than 0.4 dB) but in other trials of the experiment, not
shown due to limited space, we also observed small improve-
ments. Based on this, we conclude that there are two advan-
tages of the gCFB prior to CFB. First, SBSS and MVA do not
always recognize the CF giving the maximum NSR (unlike
best CF), so they can profit from the wider cancellation range
of a selected gCF. Second, the gCFB covers the same area
as the CFB while containing a smaller number of filters. This
leads to considerable computational savings since outputs of
all filters in the bank must be computed. Note that the speed
of the ICA algorithm within SBSS mostly depends on the di-
mension of (6), which is equal to the number of filters in the
bank plus one.
Fig. 10 shows the estimated positions of the target within

blocks of signals by SBSS and MVA (using CFB). The accu-
racy cannot be evaluated here, because the correct position of
the target is not uniquely determined. Nevertheless, the position
index should be gradually growing from 1 to 16. The positions
determined by best CF provide certain reference localization,
which is more or less approximated by SBSS as well as byMVA,
especially for high input SNR (10 dB).

C. Enhancement of the Target’s Speech

Now we consider the problem of enhancing the signals of
the moving target from the previous section. The enhancer has
a simple structure similar to the GSC beamformer: The noise is
extracted using one of the proposed noise extraction methods.
Its output is used to control a frequency-domain adaptive
Wiener filter with an adjustable gain parameter. The Wiener
filter performs post-filtering on signals from microphones. A
diagram of the enhancer working in the frequency domain is
shown in Fig. 11.
Let and denote, respectively, the short-time

Fourier transform (STFT) of the extracted noise signal and that
of is the frequency index and is the time-



KOLDOVSKÝ et al.: SEMI-BLIND NOISE EXTRACTION USING PARTIALLY KNOWN POSITION OF THE TARGET SOURCE 2037

Fig. 10. Estimated positions of the moving target for (a) dB and
(b) dB.

Fig. 11. Diagram of the enhancement method for a moving target source. Vari-
ables written by upper case letters denote time-frequency domain transforms of
their counterparts.

frame index. The frequency-domain Wiener filter with the gain
parameter is defined through

(8)

The output of the filter is given by
, in the time-domain denoted by

.
An important fact that should be taken into account is that

the spectra of the extracted noise signals are colored by the can-
cellation filters; see (3). Therefore, needs to be recon-
structed before they are used in (8). An approach to the recon-
struction is described, e.g., in [39]. The spectra are corrected
with the aid of the mean-square minimization of error between
the extracted noise and the original signal from the microphone.
We call this the noise spectrum normalization and apply it in as-
sociation with the MVA, SBSS and best CF approaches.
The second method to be compared is based on an on-line im-

plementation of the weighted Natural Gradient in frequency-do-
main (FD-BSS) [11]. This algorithm estimates the mixing pa-
rameters of the target and noise sources, which is the counterpart
of the CFs, in order to cancel the target signal and extract the re-
sponses of the noise. As for the proposed SBSS, the method in
[11] is not fully blind in the sense that it requires a priori knowl-
edge that the target source lies in a predefined angular range (see

Appendix B for more details). In order to remove the typical
scaling ambiguity of frequency-domain separation, theMinimal
Distortion Principle (MDP) [45] is applied and therefore no fur-
ther noise spectrum normalization is required. Finally, as for the
SBSS the target speech is enhanced by (8) with the estimated
noise signal.
To assess the quality of the enhancement [40], we express
as a sum where is the contribution of

the target’s speech and is the contribution of the noise sig-
nals. The evaluation is based on three complementary criteria:
signal-to-noise (SNR), signal-to-distortion (SDR) and signal-to-
distortion-plus-noise ratio (SDNR). They are defined, respec-
tively, by:

(9)

(10)

(11)

where denotes the sample-mean operator, and
is the channel index. The ideal output of the adaptive filter is
denoted by , which is the contribution of the target signal
in , that is, . SNR measures the residual noise
in the enhanced signal while SDR reflects the damage of the
target signal in it. SDNR reflects both features, so it serves as
an overall criterion. The criteria are evaluated over the complete
recordings.
The influence of the parameter in (8) on the criteria is sig-

nificant. With growing , SNR usually increases while SDR de-
creases. To avoid the influence of on our comparison, we se-
lect the value from for which SDNR achieves its max-
imum; the interval is limited by 10 since it is experimentally
verified that results for are perceptually good. The value
of is optimized by means of the function fminbnd in Matlab.
Fig. 12 shows results6 in terms of SNR improvement and rel-

ative SDR (related to the SDR achieved by best CF). The order
of the achieved performance values reflect the results of the pre-
vious experiment (Table II). Best CF gives the best results in
terms of SNR, and SBSS is better by 0.5–1.5 dB than MVA for
input SNR lower than 0 dB. Otherwise, the performance values
of SBSS andMVA are similar but SBSS achieves a slightly better
SDR (0–0.5 dB) for input SNR lower than 10 dB. SBSS performs
slightly better with gCFB for input SNR lower than 0 dB; best
CF is uniformly better with CFB.
The results achieved by the FD-BSS algorithm are principally

different. The algorithm results in a significantly lower SNR
value than SBSS, namely, by 2–3.5 dB. The relative SDR is
better by 0–2.5 dB (up to the input SNR 0 dB), which is achieved
thanks to the minimum distortion principle [45]. Nevertheless,
the small differences in SDR have little influence on a percep-
tual quality of the enhanced signals, so the better SNR achieved

6Demonstrative samples are available at http://itakura.ite.
tul.cz/zbynek/semiBSSdemo.htm
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Fig. 12. Results in terms of SNR improvement and relative SDR that were
averaged over both channels of the enhanced target signal. The average is also
taken for the man and woman target speaker.

by SBSS is more important. Note also thatFD-BSS is muchmore
complex than SBSS.

VI. CONCLUSIONS AND FUTURE WORKS

We have proposed a method that extracts noise (or, equiv-
alently, estimates the CF) from a noisy recording of a target
source whose position is known only roughly in terms of a range
of possible locations. The noise is extracted using a bank of pre-
measured CFs for several positions of the target and ICA, which
is a combination of prior knowledge and of a blind method. In
many cases, the extracted noise was shown to have a better NSR
than the outputs of individual CFs in the CFB or the output of
the filter derived by MVA. The proposed method was shown to
be useful to enhance the target source. Compared to fully blind
algorithms, the number of parameters necessary to estimate the
CF is much smaller (it is limited by the size of the CFB), which
leads to a considerable simplification, and the method is able to
extract the noise even in very difficult conditions.
Since acoustical environments are highly variable, we could

not address all possible variants within one paper. There are sev-
eral emerging problems that may be subject to future research
or development, some of which we list now:
• Neither the target’s area nor the grid of known positions
need be regular. Rotations of the speaker’s head, the mo-
tion within the 3-D space and changes in the environment

should be taken into account. This may lead to an exces-
sive increase of the number of CFs in the CFB. A reduction
of this number by use of the group cancellation filters may
be a reasonable solution.

• The CFB may be better adapted to different speakers by
using longer training data that are sufficiently nonsta-
tionary [47].

• The CFB need not be fixed and could be adaptively mod-
ified. If a reliable detector of target-only periods is avail-
able, novel CFs can be computed from noise-free record-
ings and compared with the existing ones in the CFB. On
the other hand, rarely used CFs can be removed from the
CFB.

• The position of the microphones should be chosen de-
pending on the environment and application. On the one
hand, it is advantageous to place the microphones as close
to the target as possible. On the other hand, the micro-
phones may also be used to target other persons and then
their position should be somewhat strategic. The appro-
priate spacing of microphones is not trivial and should be
investigated as well.

• MVA provides a simplistic method applicable in devices
demanding low-cost solutions, e.g., in mobile phones [48].
In particular, MVA performs almost equally well as SBSS
when signal-to-noise ratio is greater than 0 dB.

APPENDIX A
DETAILS OF BARBI(1)

BARBI(1) is a blind source separation method that relies on
signal nonstationarity and on spectral diversity [36]. It assumes
that the data matrix of the size can be partitioned to

submatrices ,
where have, for simplicity, equal size , assuming
that is an integer multiple of , i.e., .
The mixing model assumes that , where each

row of represents an independent Gaussian autoregressive
process of the order 1. (Similarly, BARBI(k) assumes AR
models of order ).
Estimation of mixing matrix relies on sample covariance

matrices of lag 0,

(12)

where is the th column of
, and on sample covariance matrices of lag 1,

(13)

To estimate , BARBI(1) does a weighted approximate joint
diagonalization (AJD) of and . BGSEP
utilizes only thematrices and is therefore about twice as fast
but, potentially, less accurate.
The AJD in BARBI(1) proceeds by seeking a demixing ma-

trix such that the matrices and
, are all approximately diagonal. For future use, let
and be vectors composed of and
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that are the th elements of and ,
respectively.
Next, put

(14)

(15)

where is a constant close to 1, say .
Then, can be interpreted as estimated AR coefficients
of the th partially separated signal in the th block, and
is an estimate of the variance of the innovation sequence for

and . The bound on the maximum
allowed radius of poles is used as a constraint on stable
AR models.
The initial demixing matrix is obtained by applying

the AJD algorithm UWEDGE [42] to the set of matrices
. Then, BARBI proceeds by

iterating

where has ones on its main diagonal, and the th and
th elements are obtained by solving the systems

(16)

where

(17)

(18)

for . The form (16)–(18) can be derived from the
general expressions for in [36] for .

APPENDIX B
DETAILS OF FD-BSS

Here, we describe details of the compared FD-BSS method,
which is a semi-blind variant of [19]. For a compact notation,
let . Here, the length of STFT
frames is 2048 samples with time-shift of 128 samples. An
on-line weighted Natural Gradient algorithm [43] is applied
to to estimate a mixing matrix whose
inverse is able to split at the outputs the target signal from the
remaining noise components [19].
The mixing matrix and the corresponding output signals are

estimated as follows:

(19)

(20)

(21)

where is the step-size, is a non-linearity, and
is a diagonal matrix with diagonal elements being
weights with values ranging from 0 to 1. The weight
is set to the posterior probability of observing the target source
in the time-frequency point , while is set to

, which indicates the probability of absence of
the target source. The probabilities are approximated
by spatial binary masks computed from the conjugate projec-
tion between the observed normalized cross-power spectrum,

, and the approximated anechoic
propagation model as

(22)

where is the frequency corresponding to the th bin and
represents the Time-Difference Of Arrivals (TDOAs) of the

acoustic waves impinging the array and propagating from the th
source. In practice, is estimated by selecting maxima of a
spatial-coherence function computed from the observed STFT
frames, through the GCC-PHAT [46] or other enhanced mul-
tisource versions [44]. Here, should always correspond to a
TDOAwhich in turn corresponds to a location in the admissible
range for the target source .
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