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ABSTRACT
In this paper, a novel method of noise reduction for dual-
microphone mobile phones is proposed. The method is based
on a set (bank) of target-cancellation filters derived in a noise-
free situation for different possible positions of the phone with
respect to the speaker mouth. Next, a novel construction of
the target-cancellation filter is proposed, which is suitable for
the application. The set of the cancellation filters is used to ac-
curately estimate the noise of the environment, which is then
subtracted from the recorded signal via standard Wiener fil-
ter or a power level difference method. Experiments with
recorded data show a good performance and low complex-
ity of the system, making it possible for an integration into
mobile communication devices.

Index Terms— Noise Reduction; Speech Enhancement;
Dual-Channel; Target-Cancellation Filters; Wiener Filter

1. INTRODUCTION

Noise suppression from a voice of a mobile-phone user is
a hot topic of audio signal processing since there are bil-
lions of users over the world. Until recently, mobiles have
been equipped by one microphone, so single-channel meth-
ods [1, 3] have been applied. However, the immense progress
already allows the integration of two or more microphones
into one mobile. A special attention is therefore paid to dual-
channel processing methods. Two microphones could be used
for the noise suppression, which is the target application fo-
cused in this paper, but also for other entertainment or multi-
media applications such as stereophonic audio recording.

Most methods enhance the speaker voice by suppressing
all the other sounds (the noise) from the noisy voice record-
ing, so any information about the noise is the key need. To
this end, the diversity between channels can be exploited.
Some methods estimate noise power spectral density by de-
tecting noise-only or noise-dominant time-frequency intervals
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[4, 5, 6, 7]. The coherence function between signals from two
microphones is used in [8] to design a noise reduction filter.
Blind source separation based on ICA can be used to separate
the voice and noise [9] and to exploit the separated signals in
a post-processing stage [10].

Popular methods of noise suppression are adaptive beam-
formers having the structure of the Generalized Sidelobe Can-
celler (GSC) [11, 12, 13]. In these methods, a reference noise
signal is obtained as an output of a block (called the Block-
ing Matrix) which is, in fact, a target-cancellation filter (CF)
that cancels the speaker voice but passes the noise. Provided
that the CF performs well, the noise can be observed even
during intervals of the speaker activity, hence its subsequent
suppression can be very efficient.

However, there are two major problems. First, the CF
must be designed according to the position of the speaker,
which is rarely fixed. Moreover, the propagation of sound
in real environment (reflections and reverberations) should be
taken into account. The second problem is that the spectrum
of the passed noise is changed by the CF in an unknown way.

Pioneering beamformers [14] assume free-field condi-
tions and design the CF based on an estimation of direction-
of-arrival of the dominant source. More advanced meth-
ods [15, 16, 17] take real acoustic into account but require
speaker-only measurements to compute the CF for the current
speaker position. The spectrum of the CF output is usually
corrected in an adaptive noise canceler by a least-mean-
squares adaptive filter [22].

In this paper, we propose a novel noise reduction method
suitable for mobile phones, where the position of speaker is
mostly limited to the immediate vicinity of the microphones.
The method uses a set (bank) of cancellation filters that were
computed in advance under noise-free conditions for the most
probable positions of the speaker. We also propose a novel
cancellation filter design, which minimizes a distortion of the
noise spectrum.

We compare the proposed method with the state-of-the-art
method of Jeub et al. [4] presented last year at this conference.
The latter method is based on Power Level Differences (PLD)
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Fig. 1. Range of typical positions of the mobile phone for
preparation of the cancellation filter bank.

and assumes that the secondary microphone is placed on the
rear side of the mobile. Our method can be designed for any
microphone arrangement. In comparison to PLD, it achieves
better perceptual quality and is able to work in difficult sce-
narios where SNR is lower than 0 dB.

The paper is organized as follows. In Section 2, a con-
struction of the CF bank is described. In Section 3, the noise
suppression algorithm is proposed, which uses the filter bank.
Section 4 presents experiments and Section 5 concludes the
paper.

2. CANCELLATION FILTER BANK

Each filter in the bank is measured and computed for one par-
ticular position of the mobile with respect to the speaker. The
positions should cover a range of expected positions of the
mobile during an ordinary telephone conversation which is
schematically shown in Fig. 1. For each position, an utter-
ance of a speaker should be recorded in a quiet room. We rely
on the empirical fact that the cancellation filters mostly de-
pend on the construction of the mobile phone and its position
w.r.t. speaker’s head, but are less dependent on other objects.

2.1. Target-Cancellation Filters

A dual-channel recording of a target source during which its
position is fixed is described by

xL(n) = {hL ∗ s}(n) + yL(n),

xR(n) = {hR ∗ s}(n) + yR(n)
(1)

where n = 1, . . . , N is the time index, ∗ denotes the convolu-
tion, xL(n) and xR(n) are, respectively, the signals from the
left and right microphone, s(n) is the target signal, and yL(n)
and yR(n) are noise signals (further referred to as “noise”).
hL(n) and hR(n) denote the microphone-source impulse re-
sponses.

An ideal filter that cancels the target signal s, generally,
consists of two non-zero SISO filters gL and gR such that

gL ∗ hL ∗ s = gR ∗ hR ∗ s (2)

(we will omit the time index n if not necessary). Once gL and
gR satisfy (2) for any speech signal s, the output of the CF is

z = gL ∗ xL − gR ∗ xR = gL ∗ hL ∗ s+ gL ∗ yL
− gR ∗ hR ∗ s− gR ∗ yR = gL ∗ yL − gR ∗ yR. (3)

The output of the ideal CF does not contain the contribution of
s and provides information about the noise. The only problem
is that the spectrum of the output z depends on gL and gR and
can be seriously changed.

We introduce a vector-matrix notation where Xi, i ∈
{L,R}, denotes the L× (N + L− 1) Toeplitz matrix whose
first row and first column are [xi(1), . . . , xi(N), 0, . . . , 0]
and [xi(1), . . . , 0]

T , respectively. L is the length of filters gL
and gR whose coefficients are stacked in vectors gL and gR,
respectively. Analogously, we define Toeplitz matrices Yi,
i ∈ {L,R}, for signals yi.

Assume now that xL and xR are noise-free recordings of
the target signal. Common constructions of the CF [2] consist
in fixing ĝR = eD where eD denotes the Dth column of the
L × L identity matrix, D is an integer that determines the
overall delay of the resulting CF, and finding ĝL as

LS1: ĝL = argmin
gL

‖gT
LXL − ĝT

RXR‖22 . (4)

A drawback of the above method, which is closely related to
the transfer function ratio estimation in the frequency domain
[15, 21], is that it does not take the impact of the resulting CF
on the spectrum of the filter output into account.

In this paper, we propose a novel design of the CF which
assumes that a target-free recording of a typical noise for the
given environment is available. For now, let the recording
be denoted by yL and yR, and xL and xR are the noise-free
recordings of the target signal again. We propose to compute
the CF according to

LS2: ĝL, ĝR = argmin ‖gT
LXL − gT

RXR‖22
+ ε‖gT

LYL − gT
RYR − y‖22 (5)

where ε is a positive regularization parameter and y is the
vectorized noise signal that we want to observe on the output
of the CF. For example, y can be the vectorized signal yL(n−
D) where D is the delay parameter as in (4).

Similarly to (4), the criterion in (5) is quadratic also. The
minimizer is given by[

ĝL

ĝR

]
= W−1h (6)

where

W =

[
XL

−XR

] [
XT

L ,−XT
R

]
+ ε

[
YL

−YR

] [
YT

L ,−YT
R

]
h = ε

[
YL

−YR

]
y . (7)

Note that W is a symmetric block-Toeplitz matrix with
blocks of size L × L. An efficient solver of (6) is the block
Levinson-Durbin algorithm derived in [23] whose complexity
is O(dL2) where d is the number of blocks (here d = 2).

The scale of the solution (6) depends on ε and on the norm
of y. It is therefore handy to normalize the solution so that the
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Fig. 2. Scheme of the Noise Reduction System

output of the resulting CF applied to the pure noise yields a
variance equal to the input variance.

After having the cancellation filters prepared in time do-
main, they can be transformed to the frequency domain and
stored for a further usage in the memory of the mobile phone.

3. NOISE REDUCTION SYSTEM

The proposed noise reduction scheme is drawn in Fig. 2. Each
block of input signals is processed in parallel by all cancella-
tion filters in the bank 20. The next step is a filter selector 30,
which selects the filter whose output yields minimum vari-
ance. In general, this output need not have the least speech
leakage. Nevertheless, the selection is reasonable since the
portion of energy corresponding to the speech is usually large
(the speaker is close to microphones). A more sophisticated
but complex approach was proposed, e.g., in [26]. Outcome
of the selected filter is taken as an estimate of the noise signal.

The upper branch of the scheme contains a beamformer
40, which provides an initial estimate of the speaker voice. In
the case when one microphone is located on the front side of
the phone and the second one is on the rear side, the signal
from the former microphone is taken as output of the beam-
former. In case that both microphones are on the front side,
the one yielding higher variance (because it could be closer to
the speaker) can be used.

The next step consists in subtraction of the estimated
noise signal from the initial estimate of the target in 50. Here
we use a simple spectral subtraction method based on the
frequency-domain Wiener filter with the noise gain parame-
ter τ [27], but a more sophisticated methods could be used
such as the double spectral subtraction [28] or PLD from
[4, 5]. In order to improve the perceptual quality of the final
output, a frequency-domain smoothing [29] can be employed
for frequencies higher than certain threshold.

4. EXPERIMENTS

For our experiments, we have developed a model of a dual-
channel mobile phone. It consists of a printed circuit board
with three integrated microphones that are used, e.g., in Sony
Ericsson K850. Two microphones are placed in the front bot-
tom corners and one is placed in the top left corner on the
rear side (see Fig. 3). The left-hand side microphones are

rear microphone

front microphones

switch

battery

Fig. 3. Model of a mobile phone and an artificial head used
in experiments.

switchable, and we test the two corresponding dual-channel
arrangements. Signals from the selected microphones are am-
plified by M-Audio AudioBuddy pre-amplifier and recorded
by M-Audio Profire 2626 external sound card. The sampling
frequency is 16 kHz.

Our development and testing scenario consists of an ar-
tificial head made of gypsum (see Fig. 3). A loudspeaker is
placed inside the head and directed towards a hole to simulate
mouth. All experiments were done in a room having the re-
verberation time about T60 = 300 ms. Speakers are simulated
using signals taken from the TIMIT database. Stereo signals
of a diffuse babble and traffic noise were taken from [24].

We derived several banks of CFs for the artificial head.
Each bank contained 14 CFs for different positions of the mo-
bile around the artificial mouth. The mobile was mounted in
a stand as shown in Fig. 3. Training noise-free recordings
each of length 4 s were obtained by playing training utter-
ances from the artificial head.

Two different speakers (male and female) and two micro-
phone arrangements were considered (two front microphones
or one front and one rear microphone), and two approaches
LS1 and LS2 were used to compute the CFs of length 1000
with the delay parameter D = 20. In total, eight banks were
derived. The variants of the proposed method using the cor-
responding banks will be denoted LS1 and LS2, respectively.

Testing target signals were recorded from the artificial
head placed in a different location in the office room than for
the training. They contain utterances of length 7.5 s of the
same speakers as for the training. During the recordings, the
model of the mobile was moved around the mount of the ar-
tificial head. The mobile was not mounted in the stand as for
the training but was held in hand of the first author.

As noise signals, we used babble and traffic noise but also
an uttering man, whose speech was played by a loudspeaker
that was placed one and half meter in front of the artificial
head. The noise signals were mixed with the testing signals
at a ratio between -10 and 10 dB (input SNR).

To measure the performance of the target cancellation
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Fig. 4. Results achieved by two variants of the proposed method (LS1 and LS2) and by the PLD algorithm [4] when using the
front and rear microphones.
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Fig. 5. SNR improvement, SDR, TPS and OPS for the setup
with two front microphones.

within the proposed method, we evaluate the Noise-to-Signal
Ratio (NSR) which is the ratio of energy of the target and
noise contributions at the output of the blocking matrix.

The enhanced signals at the output of the noise reduc-
tion methods are evaluated in terms of Signal-to-Noise Ratio
(SNR) and Signal-to-Distortion Ratio (SDR). SNR measures
the residual noise in the enhanced signal while SDR reflects
the damage of the target signal in it. Perceptual quality is eval-
uated in terms of Target-related Perceptual Score (TPS) and
Overall Perceptual Score (OPS) computed using the PEASS
software version 2.0 [25].

We conducted experiments with many options; detailed
results are available on a web site1. Here, we present the re-
sults for the case when the bank of CFs was derived from
training signals of the male speaker while the testing speaker
was female. First, we consider the setup with the front and
rear microphone. The LS2 variant is tuned for the noise of
the male speaker; ε = 0.5 in (5).

The same arrangement of microphones is assumed by the
Jeub’s PLD algorithm [4], so we compare it using the same
parameters as in [4]. Results averaged for the babble, traffic
and male speaker noise and separately for the male noise are
shown in Fig. 4.

1http:/itakura.ite.tul.cz/zbynek/downloads.htm

In this example, PLD achieves higher SNR but signifi-
cantly lower SDR, TPS and OPS compared to LS1 and LS2.
The distortion of the target signal is mainly caused by the
leakage of the target signal to the noise reference signal (or to
its estimated power spectrum). PLD relies on a sufficient at-
tenuation of the speaker voice on the rear microphone, while
the proposed methods improve the voice attenuation by the
bank of CFs, which is more efficient. In case of the babble
noise, LS1 and LS2 improve the NSR at the blocking ma-
trix output on average by 9.4 dB and 8.8 dB, respectively,
while the NSR on the rear microphone is only by 5.7 dB better
than on the front microphone. This phenomenon is significant
mainly when input SNR is lower than 0 dB.

Note that the performance of LS2 is superior in case of
the male speaker noise. It demonstrates the effect of the ad-
justment of the bank of CFs to the noise.

In the second example, we tested the setup with two front
microphones, which is not suitable for PLD. Therefore we
compared LS1 and LS2 only. The bank of CFs in LS2 was
tuned for the babble noise. Results in Fig. 5 show that LS2
achieves better SDR and TPS than LS1 due to the adaptation
to the babble noise. On the other hand, SNR by LS1 is slightly
higher than that by LS2, which finally leads to the better OPS.

Comparing the results in Figures 4 and 5 indicates that the
system with one front and one rear microphones reduces the
noise better, especially, in terms of the SNR improvement and
OPS. The rear microphone provides a better starting point to
obtain a good noise reference signal. On the other hand, two
front microphones may be more attractive option for other
applications such as stereo recording.

5. CONCLUSIONS

We have proposed a new method for noise reduction in dual-
microphone mobile phones and a novel construction of target
cancellation filters. The arrangements of the microphones can
be arbitrary. In comparison to PLD, it achieves better percep-
tual quality and is able to work in difficult scenarios where
SNR is lower than 0 dB.
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