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A Comparison of Adaptive Sampling and Interpolation of 2D BRDF

Subspaces

Radomı́r Vávra, Jǐŕı Filip, Petr Somol

Abstract

This report comprises overview of interpolation and sampling methods of Bidirectional Reflectance Distribution
Function (BRDF). We analyzed 2D BRDF subspaces of eleven materials. We compared performance of five inter-
polation methods, three different sampling patterns, and compared twelve adaptive sampling strategies. Finally,
based on knowledge of entire data we estimated sub-optimal sampling patterns and as a reference compared them
with other tested sampling approaches.

Real-world appearance of spatially homogeneous materials can be represented by means of a bidirectional reflectance
distribution function (BRDF) introduced by Nicodemus et al. [8]. BRDF (λ, θi, θv, ϕi, ϕv) is a five-dimensional function
of light wavelength or color spectrum λ, illumination direction ωi = [θi, ϕi] and view direction ωv = [θv, ϕv] as shown
in Fig. 1.

Figure 1: BRDF parameterization within a local coordinate system.

Given the fact that any ground truth dense anisotropic BRDF measurements of sufficient quality are not available
so far (apart from measurement of fabric002 material [2]), we used high-quality fits of Kurt analytical BRDF model
[6] as our reference. We selected ten materials, four of them measured by Ngan et al. [7]; fitted in [6], and the
remaining materials come from our own measurements. All of the materials are anisotropic and include fabrics,
brushed aluminum, and raw wood. The BRDFs of measured fabric002 material and the fits of ten materials are
shown in Fig. 2
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Figure 2: Eleven tested materials. One measured and ten reconstructed using 1 or 2 lobes of Kurt BRDF model [6].

In this comparison we have used two-dimensional BRDF subspaces of eleven materials. Division of BRDF into the
subspaces is shown in Fig. 3-(a). On horizontal axis varies azimuth of view direction ϕv with step 0.5o and on vertical
axis varies azimuth of illumination direction ϕi with step 0.5o.

For our experiments we selected subspace for fixed view and illumination elevations θv = θi = 75o (see Fig. 3-(b))
where the BRDF function exhibits the highest visual contrast with narrow specular and anisotropic highlights. The
subspaces of the tested materials are depicted as color images in Fig. 4. These images were used as our reference data
in this report.
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(a) (b)

Figure 3: BRDF its subdivision into azimuthal subspaces (a) and description of azimuthal subspace for elevation
angles θi/θv = 75o/75o (b) used as reference data in this report.

fabric002 measured Brushed alum. Purple satin Red velvet

Yellow satin fabric002 fabric041 fabric112

fabric135 fabric139 wood01

Figure 4: BRDF subspaces of the eleven tested materials.

As azimuth angles of view and illumination vary with step 0.5o ground truth images consists of M = 720× 720 =
518400 samples. Such a high sample count is far away from possibilities of any measurement device measuring one
sample at a time. So to reconstruct images of original resolution we use only N = 576 samples which can be measured
in reasonable time and we interpolate them to reach original resolution. Distribution of this samples can be static
regardless of measured material properties or it can be adaptive with respect to material properties.

Report Overview In Section 2 we compare various interpolation techniques reconstructing images of original
resolution 720 × 720 samples from samples placed in static uniform grid of resolution 24 × 24 samples. Section 3
shows influence of different static sampling patterns to quality of resulted interpolated images. Section 4 presents
twelve strategies of material sampling with respect to its properties. In Section 5 we deal with techniques searching
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for optimal sampling patterns of given materials. Section 6 concludes the paper.

1 Methodology

Here we describe how a performance of individual interpolation sampling techniques is evaluated. Resulted images can
be compared with each other and with ground truth image using direct pixel-wise comparison. Also difference images
D between ground truth Igt and interpolated Iip images can be helpful in quality evaluation. Each pixel (x, y) of
difference image D was computed as D(x, y) = 255− 10×|Igt(x, y)− Iip(x, y)|. It means the darker pixel in difference
image the bigger difference between ground truth and interpolated image.

Further, several image difference metrics were used. The first one is ∆E which uses Euclidean distance in percep-
tually uniform CIE 1976 (L∗, a∗, b∗) color space

∆E =
√

(Lgt − Lip)2 + (agt − aip)2 + (bgt − bip)2,

where Lgt, agt, bgt are luminance and chromaticity components of the ground truth image and Lip, aip, bip are
luminance and chromaticity components of the interpolated image. Root mean square error (RMS) is defined as

RMS =

√

√

√

√

√

M
∑

i=1

∑

λ=RGB

(Igt(i, λ)− Iip(i, λ))2

Ngt ∗ 3
.

Maximal difference (MD) is not metric but has significant informational value. It is distance of two maximally distant
pixels

MD =
M

max
i=1

max
λ=RGB

|Igt(i, λ)− Iip(i, λ)| .

The higher value of these metrics the bigger reconstruction error (↑).
Peak signal-to-noise ration (PSNR) is directly computed from RMS as

PSNR = 20 · log
10

2552

RMS
.

Structural similarity (SSIM) index is a measure between two images converted into levels of gray [10]. For this two
last metrics hold the higher value the better reconstruction (↓).

Results in a rest of the paper are organized in Figures as follows. First row contains names of methods used. Next
row often contains sampling pattens. Then there are the interpolated images Iip and the difference images D. Below
the difference images is row with ↑ ∆ E / RMS / MD and then row with ↓ PSNR / SSIM metrics. The last row
might contain interpolation times or times consumed by adaptive sampling strategies. Bold numbers denote the best
performance in given metric/time for current material.

3



2 Comparison of Various Interpolation Techniques

In this section we compare quality of five interpolation techniques. The first interpolation method is pull-push algo-
rithm [5] based on image pyramid, the second is barycentric interpolation [1] based on linear interpolation between
three closest samples. The third method uses radial basis functions (RBF) with gaussian kernels [9], the fourth is
based on Kriging [9], and the fifth uses radial basis functions with thin plate splines [9].

The results are organized as follows. First column is reserved for ground truth image and sampling mask showing
in which pixels was ground truth image sampled (the mask is regular grid of resolution 24× 24 samples and is same
across all the materials). In the other columns are the results itself. The first row contains names of interpolation
techniques used. In the second row are interpolated images and in the third are difference images. The fourth row
contains values of image difference metrics ↑ ∆ E / RMS / MD for which hold the lower value the better quality.
In the next row are ↓ PSNR / SSIM . The last row contains achieved interpolation times.

Summary Although for few materials is the best reconstruction quality achieved by very fast pull-push or barycen-
tric algorithms the best quality of the others is achieved by method based on radial basis functions with gaussian kernels
(RBF). Reconstruction quality using Kriging and TPS algorithms is close behind RBF but their processing times are
much longer. On the other hand these algorithms perform well even for unevenly distributed samples while RBF does
not.

ground truth pull-push barycentric RBF Kriging TPS

↑ 1.3 / 4.2 / 43.3 ↑ 1.2 / 3.9 / 40.2 ↑ 0.8 / 3.0 / 29.3 ↑ 0.9 / 3.1 / 29.4 ↑ 0.8 / 3.0 / 28.0
↓ 35.6 / 0.99 ↓ 36.3 / 0.99 ↓ 38.7 / 0.99 ↓ 38.3 / 0.99 ↓ 38.6 / 0.99
1.4 s 5.8 s 41.2 s 202.6 s 138.2 s

Figure 5: Material fabric002 measured. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.

ground truth pull-push barycentric RBF Kriging TPS

↑ 3.6 / 28.6 / 242 ↑ 3.7 / 26.9 / 214 ↑ 4.5 / 33.0 / 244 ↑ 4.2 / 30.0 / 233 ↑ 4.3 / 31.4 / 239
↓ 19.1 / 0.86 ↓ 19.6 / 0.87 ↓ 17.8 / 0.85 ↓ 18.6 / 0.88 ↓ 18.2 / 0.87
1.4 s 5.7 s 40.5 s 195.3 s 131.7 s

Figure 6: Material Brushed alum. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.
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ground truth pull-push barycentric RBF Kriging TPS

↑ 1.6 / 8.0 / 111 ↑ 1.6 / 7.8 / 103 ↑ 0.7 / 4.0 / 55.8 ↑ 1.0 / 5.5 / 76.6 ↑ 0.8 / 4.7 / 66.6
↓ 30.1 / 0.97 ↓ 30.3 / 0.97 ↓ 36.2 / 0.98 ↓ 33.4 / 0.97 ↓ 34.8 / 0.97
1.3 s 5.6 s 41.2 s 206.8 s 132.3 s

Figure 7: Material Purple satin. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.

ground truth pull-push barycentric RBF Kriging TPS

↑ 0.5 / 1.2 / 9.0 ↑ 0.4 / 1.1 / 8.0 ↑ 0.0 / 0.1 / 1.2 ↑ 0.2 / 0.5 / 3.2 ↑ 0.1 / 0.3 / 2.1
↓ 46.6 / 1.00 ↓ 47.5 / 1.00 ↓ 65.2 / 1.00 ↓ 55.0 / 1.00 ↓ 59.5 / 1.00
1.3 s 5.7 s 41.1 s 201.4 s 132.1 s

Figure 8: Material Red velvet. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.

ground truth pull-push barycentric RBF Kriging TPS

↑ 2.5 / 13.6 / 165 ↑ 2.6 / 13.3 / 131 ↑ 2.7 / 14.5 / 170 ↑ 2.5 / 13.5 / 153 ↑ 2.6 / 13.9 / 161
↓ 25.5 / 0.93 ↓ 25.7 / 0.92 ↓ 25.0 / 0.89 ↓ 25.5 / 0.89 ↓ 25.3 / 0.89
1.3 s 5.6 s 40.6 s 196.2 s 131.8 s

Figure 9: Material Yellow satin. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.
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ground truth pull-push barycentric RBF Kriging TPS

↑ 1.5 / 5.3 / 51.0 ↑ 1.3 / 4.7 / 47.3 ↑ 0.4 / 2.2 / 28.2 ↑ 0.7 / 2.9 / 37.0 ↑ 0.5 / 2.5 / 33.1
↓ 33.7 / 0.99 ↓ 34.7 / 0.99 ↓ 41.3 / 1.00 ↓ 38.9 / 1.00 ↓ 40.2 / 1.00
1.3 s 5.7 s 40.5 s 197.5 s 132.1 s

Figure 10: Material fabric002. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.

ground truth pull-push barycentric RBF Kriging TPS

↑ 0.9 / 3.7 / 30.7 ↑ 0.8 / 3.1 / 18.2 ↑ 0.1 / 0.6 / 4.8 ↑ 0.2 / 1.0 / 5.8 ↑ 0.2 / 0.7 / 5.2
↓ 36.9 / 0.99 ↓ 38.5 / 1.00 ↓ 53.0 / 1.00 ↓ 48.1 / 1.00 ↓ 51.2 / 1.00
1.4 s 5.7 s 40.5 s 198.8 s 131.9 s

Figure 11: Material fabric041. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.

ground truth pull-push barycentric RBF Kriging TPS

↑ 1.8 / 7.4 / 65.5 ↑ 1.7 / 7.0 / 61.2 ↑ 1.1 / 5.3 / 59.3 ↑ 1.2 / 5.6 / 54.5 ↑ 1.2 / 5.4 / 56.3
↓ 30.8 / 0.98 ↓ 31.2 / 0.98 ↓ 33.7 / 0.99 ↓ 33.1 / 0.99 ↓ 33.6 / 0.99

1.4 s 5.7 s 41.0 s 199.7 s 131.6 s

Figure 12: Material fabric112. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.
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ground truth pull-push barycentric RBF Kriging TPS

↑ 1.8 / 9.2 / 92.4 ↑ 1.8 / 8.9 / 88.6 ↑ 1.7 / 9.5 / 87.1 ↑ 1.7 / 8.9 / 77.2 ↑ 1.7 / 9.1 / 81.9
↓ 28.9 / 0.96 ↓ 29.2 / 0.96 ↓ 28.6 / 0.95 ↓ 29.2 / 0.96 ↓ 29.0 / 0.95
1.4 s 5.7 s 40.4 s 197.0 s 132.5 s

Figure 13: Material fabric135. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.

ground truth pull-push barycentric RBF Kriging TPS

↑ 1.8 / 9.0 / 67.2 ↑ 1.8 / 8.7 / 63.7 ↑ 0.8 / 4.1 / 32.0 ↑ 1.1 / 5.7 / 41.5 ↑ 1.0 / 4.8 / 34.8
↓ 29.0 / 0.98 ↓ 29.3 / 0.98 ↓ 35.9 / 0.99 ↓ 33.0 / 0.99 ↓ 34.5 / 0.99
1.3 s 5.7 s 44.1 s 197.7 s 138.2 s

Figure 14: Material fabric139. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.

ground truth pull-push barycentric RBF Kriging TPS

↑ 1.0 / 4.8 / 31.0 ↑ 0.9 / 4.4 / 27.4 ↑ 0.2 / 0.9 / 5.2 ↑ 0.4 / 2.1 / 12.5 ↑ 0.3 / 1.4 / 8.4
↓ 34.6 / 0.99 ↓ 35.3 / 0.99 ↓ 48.8 / 1.00 ↓ 41.8 / 1.00 ↓ 45.1 / 1.00
1.3 s 5.8 s 43.6 s 197.3 s 133.0 s

Figure 15: Material wood01 151. Sample count N = 576. Metrics are ∆E, RMS, MD and PSNR, SSIM.
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3 Comparison of Different Static Sampling Patterns

This section compares influence of static sampling patterns on the reconstruction quality. As in section 2 interpolation
based on radial basis functions with gaussian kernels (RBF) performs the best we used only this method in this
Section. Sampling Patterns used are depicted in Fig. 16. The first is sampling in uniform grid with resolution 24× 24
already used in Section 2. The second one is similar though the pattern is rotated for 45o and 578 samples are used
in this pattern so that pattern is uniform. In the last pattern are samples distributed pseudo-randomly generated by
Hammersley generator. We tested five different pseudo-random patterns and then we chosen the one that performs
better than the others.

(a) (b) (c)

Figure 16: (a) 576 static uniform samples, (b) 578 static uniform samples 45◦ rotated, (c) 576 static random samples.

The results are presented in form of figures where left three columns contain one material while right three
columns contain another one. Below reconstructed images are difference images ten times multiplied, values of
↑ ∆ E / RMS / MD and values of ↓ PSNR / SSIM (see Sec. 1).

Summary Static uniform grid reaches always the best results in terms of metrics used. On the other hand samples
in pattern rotated for 45o achieve better visual quality. Pseudo-random sampling does not work well.

uniform uniform 45◦ random uniform uniform 45◦ random

↑ 0.8 / 3.0 / 29.3 ↑ 1.1 / 4.2 / 34.8 ↑ 1.1 / 4.5 / 55.8 ↑ 0.8 / 3.0 / 29.3 ↑ 1.1 / 4.2 / 34.8 ↑ 1.1 / 4.5 / 55.8
↓ 38.7 / 0.99 ↓ 35.6 / 0.99 ↓ 35.1 / 0.99 ↓ 38.7 / 0.99 ↓ 35.6 / 0.99 ↓ 35.1 / 0.99

Figure 17: Material fabric002 measured and Brushed alum. Sample count N = 576 or N = 578.
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uniform uniform 45◦ random uniform uniform 45◦ random

↑ 0.7 / 4.0 / 55.8 ↑ 0.9 / 5.6 / 55.3 ↑ 1.5 / 9.3 / 173 ↑ 0.7 / 4.0 / 55.8 ↑ 0.9 / 5.6 / 55.3 ↑ 1.5 / 9.3 / 173
↓ 36.2 / 0.98 ↓ 33.3 / 0.95 ↓ 28.8 / 0.95 ↓ 36.2 / 0.98 ↓ 33.3 / 0.95 ↓ 28.8 / 0.95

Figure 18: Material Purple satin and Red velvet. Sample count N = 576 or N = 578.

uniform uniform 45◦ random uniform uniform 45◦ random

↑ 2.7 / 14.5 / 170 ↑ 4.2 / 21.2 / 183 ↑ 3.1 / 17.5 / 241 ↑ 2.7 / 14.5 / 170 ↑ 4.2 / 21.2 / 183 ↑ 3.1 / 17.5 / 241
↓ 25.0 / 0.89 ↓ 21.6 / 0.83 ↓ 23.3 / 0.88 ↓ 25.0 / 0.89 ↓ 21.6 / 0.83 ↓ 23.3 / 0.88

Figure 19: Material Yellow satin and fabric002. Sample count N = 576 or N = 578.

uniform uniform 45◦ random uniform uniform 45◦ random

↑ 0.1 / 0.6 / 4.8 ↑ 0.2 / 1.0 / 5.7 ↑ 0.3 / 1.2 / 13.4 ↑ 0.1 / 0.6 / 4.8 ↑ 0.2 / 1.0 / 5.7 ↑ 0.3 / 1.2 / 13.4
↓ 53.0 / 1.00 ↓ 48.3 / 1.00 ↓ 46.7 / 1.00 ↓ 53.0 / 1.00 ↓ 48.3 / 1.00 ↓ 46.7 / 1.00

Figure 20: Material fabric041 and fabric112. Sample count N = 576 or N = 578.
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uniform uniform 45◦ random uniform uniform 45◦ random

↑ 1.7 / 9.5 / 87.1 ↑ 3.1 / 14.9 / 112 ↑ 2.1 / 11.3 / 130 ↑ 1.7 / 9.5 / 87.1 ↑ 3.1 / 14.9 / 112 ↑ 2.1 / 11.3 / 130
↓ 28.6 / 0.95 ↓ 24.7 / 0.89 ↓ 27.1 / 0.93 ↓ 28.6 / 0.95 ↓ 24.7 / 0.89 ↓ 27.1 / 0.93

Figure 21: Material fabric135 and fabric139. Sample count N = 576 or N = 578.

uniform uniform 45◦ random

↑ 0.2 / 0.9 / 5.2 ↑ 0.3 / 1.5 / 6.3 ↑ 0.4 / 2.2 / 20.7
↓ 48.8 / 1.00 ↓ 44.5 / 1.00 ↓ 41.2 / 1.00

Figure 22: Material wood01 151. Sample count N = 576 or N = 578.

4 Comparison of Adaptive Sampling Approaches

In this section we present results of adaptive sampling methods. As according to Section 3 the distribution of samples
in regular grid is superior to other distributions these methods start with uniform distribution of samples in regular
grid with resolution 12 × 12 = 144 samples. New samples are placed according to rules summed in Tab. 1 and final
count of samples is 576. In strategies 1 to 3 several samples are placed in each iteration. In strategies 4 to 12 only one
sample is placed in each iteration of our algorithm.

First step of all the strategies starts with computation of Delaunay triangulation of already measured samples. For
strategies 1 to 9 is computed cross-validation error of each vertex. The error in each vertex is computed using next
three steps. First, the vertex is leaved out and the triangulation is recomputed. Second, barycentric interpolation of
values in vertices of new triangle into which the vertex belongs is computed. Third, the error is computed as Euclidean
distance of interpolated and actual value in the vertex.

For strategies 10 to 12 dissimilarity in each vertex is computed as maximal Euclidean distance of values of current
and neighborhood vertex across all neighbors of the vertex. Neighbor of the vertex is each vertex connected with it
by edge in triangulation.

In the next step the one element (vertex, edge, triangle) is chosen. In strategies 1 to 3 is chosen vertex with
maximal cross-validation error and new samples are added into center of all adjacent edges of this vertex (strategy
1), into circumcenters of all adjacent triangles (strategy 2) or into centroids of all adjacent triangles (strategy 3). The
circumcenter of a triangle is the point with equal distance from all triangles vertices. The point may not be inside
the triangle. The centroid of a triangle is the point in intersection of the three medians of the triangle. Each median
connects one vertex of triangle with the center of the opposite side. The centroid is always inside the triangle.
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Table 1: Decision rules where to place new sample(s) for various adaptive sampling strategies.

error measure decision control element edge circumcenter centroid

cross-validation

vertex with maximal error strategy 1 strategy 2 strategy 3
vertex with maximal error

strategy 4 strategy 5 strategy 6
and his neighbor(s) with maximal error
element with maximal sum of errors strategy 7 strategy 8 strategy 9

dissimilarity element with maximal sum of errors strategy 10 strategy 11 strategy 12

In strategies 4 to 6 is chosen vertex with maximal cross-validation error too and then is selected adjacent element
(edge, triangle) whose sum of cross-validation errors in its vertices is maximal. New sample is added into center of
resulting edge (strategy 4) or in circumcenter (strategy 5) or centroid (strategy 6) of resulting triangle.

In strategies 7 to 9 is directly chosen element (edge, triangle) with maximal sum of cross-validation errors in its
vertices and new sample is added into center of resulting edge (strategy 7) or into circumcenter (strategy 8) or centroid
(strategy 9) of resulting triangle.

Similarly in strategies 10 to 12 is chosen element (edge, triangle) with maximal sum of dissimilarity in its vertices
and new sample is added into center of resulting edge (strategy 10) or into circumcenter (strategy 11) or centroid
(strategy 12) of resulting triangle. Strategy 11 was originally published in [4] though in our implementation only one
sample in each iteration is added.

Below interpolated images of all strategies are presented times adaptive sampling techniques needed to reach 576
samples. These times are lower for strategies 1 to 3 as they add several samples in each iteration and for strategies 10
to 12 as they do not need to recompute triangulation in cross-validation error computation step. It would be possible
to implement iterative Delaunay triangulation and significantly lower computation times for strategies 1 to 9.

Summary The most competitive strategies are number 2 and 11. Also strategies 1, 3, 10 and 12 perform often
well. The most likely conclusion is that strategies 10 to 12 work well as dissimilarity error measure is better than
cross-validation error measure and strategies 1 to 3 work well as they place several samples in each iteration. Also it is
clearly better place new sample into circumcenter of a triangle than into centroid or center of edge as the new sample
is equally far from triangle vertices. Even if the new sample is not inside the triangle into which circumcenter was
placed due to Delaunay triangulation it cannot be too close to any other sample. Summarizing these observations up
the best strategy should place new sample into circumcenter of a triangle, it should use dissimilarity error measure and
it should place several samples in each iteration of the algorithm. This is exactly the method already published in [4].
New experiments should be performed to find optimal number of samples added in each iteration of the algorithm.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 1.3 / 4.1 / 43.1 ↑ 1.3 / 3.7 / 24.5 ↑ 1.4 / 4.3 / 31.7 ↑ 1.4 / 4.4 / 48.6 ↑ 1.4 / 4.0 / 32.4 ↑ 1.4 / 4.3 / 46.4
↓ 35.9 / 0.99 ↓ 36.8 / 0.99 ↓ 35.4 / 0.99 ↓ 35.3 / 0.99 ↓ 36.2 / 0.99 ↓ 35.5 / 0.99
72.4 s 97.0 s 78.7 s 467.6 s 455.1 s 452.9 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 1.4 / 4.6 / 48.7 ↑ 1.3 / 3.7 / 30.5 ↑ 1.3 / 4.0 / 43.3 ↑ 1.2 / 4.1 / 42.2 ↑ 1.3 / 3.9 / 32.6 ↑ 1.4 / 4.0 / 28.1
↓ 34.9 / 0.99 ↓ 36.8 / 0.99 ↓ 36.1 / 0.99 ↓ 35.9 / 0.99 ↓ 36.3 / 0.99 ↓ 36.1 / 0.99
470.7 s 455.6 s 448.6 s 98.2 s 97.3 s 96.6 s

Figure 23: Material fabric002 measured. Strategies start with 144 samples and finish with 576 samples.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 0.8 / 15.5 / 268 ↑ 3.9 / 29.4 / 268 ↑ 6.7 / 41.8 / 304 ↑ 6.0 / 39.5 / 407 ↑ 6.8 / 46.2 / 600 ↑ 10.8 / 61.4 / 478
↓ 24.4 / 0.95 ↓ 18.8 / 0.82 ↓ 15.7 / 0.76 ↓ 16.2 / 0.76 ↓ 14.9 / 0.77 ↓ 12.4 / 0.71
60.1 s 100.5 s 75.2 s 462.4 s 446.7 s 447.3 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 6.8 / 43.7 / 515 ↑ 6.2 / 41.3 / 429 ↑ 9.7 / 56.2 / 449 ↑ 1.1 / 14.3 / 276 ↑ 1.7 / 17.0 / 297 ↑ 2.1 / 18.0 / 335
↓ 15.4 / 0.75 ↓ 15.8 / 0.77 ↓ 13.2 / 0.71 ↓ 25.1 / 0.89 ↓ 23.5 / 0.86 ↓ 23.1 / 0.83
480.1 s 445.7 s 446.3 s 96.9 s 98.0 s 97.4 s

Figure 24: Material Brushed alum. Strategies start with 144 samples and finish with 576 samples.

13



strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 1.0 / 4.5 / 74.9 ↑ 1.1 / 7.4 / 102 ↑ 1.0 / 4.3 / 57.8 ↑ 1.5 / 7.5 / 80.4 ↑ 1.1 / 7.0 / 140 ↑ 1.5 / 7.0 / 95.3
↓ 35.1 / 0.94 ↓ 30.8 / 0.93 ↓ 35.4 / 0.94 ↓ 30.7 / 0.89 ↓ 31.3 / 0.95 ↓ 31.3 / 0.91
72.6 s 89.7 s 73.5 s 498.0 s 447.4 s 523.9 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 1.5 / 7.3 / 82.2 ↑ 1.5 / 8.6 / 132 ↑ 1.7 / 8.2 / 115 ↑ 0.9 / 6.7 / 151 ↑ 0.5 / 2.4 / 19.8 ↑ 0.6 / 3.0 / 42.9
↓ 30.9 / 0.89 ↓ 29.5 / 0.92 ↓ 29.9 / 0.91 ↓ 31.6 / 0.94 ↓ 40.7 / 0.94 ↓ 38.7 / 0.94
466.7 s 453.3 s 452.6 s 98.0 s 97.5 s 96.8 s

Figure 25: Material Purple satin. Strategies start with 144 samples and finish with 576 samples.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 0.2 / 0.6 / 5.3 ↑ 0.2 / 0.5 / 5.2 ↑ 0.2 / 0.7 / 7.7 ↑ 0.5 / 1.4 / 10.5 ↑ 0.3 / 0.9 / 11.2 ↑ 0.3 / 1.1 / 11.5
↓ 52.3 / 1.00 ↓ 53.4 / 1.00 ↓ 51.8 / 1.00 ↓ 45.2 / 1.00 ↓ 49.3 / 1.00 ↓ 47.7 / 1.00
67.0 s 116.9 s 74.1 s 506.9 s 462.5 s 539.0 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 0.5 / 1.5 / 10.5 ↑ 0.3 / 0.8 / 11.5 ↑ 0.3 / 0.9 / 11.0 ↑ 0.4 / 1.2 / 10.8 ↑ 0.3 / 0.8 / 8.2 ↑ 0.3 / 0.8 / 7.9
↓ 44.9 / 1.00 ↓ 50.0 / 1.00 ↓ 48.9 / 1.00 ↓ 46.3 / 1.00 ↓ 49.8 / 1.00 ↓ 49.7 / 1.00
474.5 s 463.5 s 457.0 s 105.5 s 105.2 s 104.1 s

Figure 26: Material Red velvet. Strategies start with 144 samples and finish with 576 samples.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 1.6 / 11.9 / 248 ↑ 2.3 / 11.3 / 197 ↑ 2.6 / 13.1 / 188 ↑ 4.4 / 21.3 / 289 ↑ 4.5 / 23.2 / 244 ↑ 4.8 / 22.6 / 222
↓ 26.7 / 0.92 ↓ 27.1 / 0.85 ↓ 25.8 / 0.87 ↓ 21.6 / 0.79 ↓ 20.8 / 0.81 ↓ 21.1 / 0.78
68.6 s 103.5 s 77.8 s 493.6 s 448.3 s 549.3 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 4.5 / 21.8 / 289 ↑ 4.5 / 23.3 / 244 ↑ 5.3 / 25.5 / 330 ↑ 1.9 / 10.3 / 230 ↑ 1.6 / 7.4 / 161 ↑ 2.3 / 10.3 / 197
↓ 21.4 / 0.79 ↓ 20.8 / 0.81 ↓ 20.0 / 0.78 ↓ 27.9 / 0.88 ↓ 30.7 / 0.90 ↓ 27.9 / 0.85
448.6 s 444.7 s 446.0 s 98.3 s 98.8 s 99.9 s

Figure 27: Material Yellow satin. Strategies start with 144 samples and finish with 576 samples.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 0.5 / 2.4 / 47.9 ↑ 0.5 / 1.8 / 19.9 ↑ 0.7 / 2.7 / 33.8 ↑ 1.1 / 4.2 / 43.1 ↑ 0.8 / 4.8 / 61.7 ↑ 0.7 / 3.3 / 67.7
↓ 40.6 / 1.00 ↓ 42.8 / 1.00 ↓ 39.6 / 1.00 ↓ 35.6 / 0.99 ↓ 34.6 / 0.99 ↓ 37.9 / 1.00
63.3 s 112.0 s 71.9 s 503.5 s 461.3 s 550.7 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 1.1 / 4.1 / 39.2 ↑ 0.7 / 2.6 / 28.8 ↑ 0.8 / 3.2 / 40.8 ↑ 0.8 / 4.9 / 85.8 ↑ 0.5 / 2.3 / 32.4 ↑ 0.7 / 3.5 / 58.4
↓ 35.8 / 0.99 ↓ 40.0 / 1.00 ↓ 38.2 / 1.00 ↓ 34.4 / 0.99 ↓ 41.1 / 1.00 ↓ 37.3 / 0.99
459.1 s 459.1 s 444.6 s 100.9 s 100.9 s 101.4 s

Figure 28: Material fabric002. Strategies start with 144 samples and finish with 576 samples.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 0.1 / 0.6 / 6.6 ↑ 0.2 / 0.9 / 9.5 ↑ 0.3 / 1.7 / 23.6 ↑ 0.5 / 1.7 / 13.1 ↑ 0.3 / 0.9 / 8.8 ↑ 0.4 / 1.6 / 23.7
↓ 52.4 / 1.00 ↓ 49.1 / 1.00 ↓ 43.5 / 1.00 ↓ 43.8 / 1.00 ↓ 49.0 / 1.00 ↓ 44.1 / 1.00
68.2 s 120.4 s 74.3 s 495.2 s 460.8 s 535.4 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 0.5 / 1.8 / 19.0 ↑ 0.3 / 0.9 / 8.6 ↑ 0.4 / 1.4 / 14.7 ↑ 0.3 / 1.3 / 13.6 ↑ 0.3 / 0.9 / 7.8 ↑ 0.3 / 1.0 / 11.5
↓ 43.2 / 1.00 ↓ 49.0 / 1.00 ↓ 45.5 / 1.00 ↓ 46.1 / 1.00 ↓ 49.5 / 1.00 ↓ 48.4 / 1.00
474.2 s 458.0 s 453.7 s 100.9 s 100.1 s 100.3 s

Figure 29: Material fabric041. Strategies start with 144 samples and finish with 576 samples.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 1.3 / 5.5 / 96.7 ↑ 1.2 / 4.1 / 34.4 ↑ 1.3 / 4.6 / 87.6 ↑ 2.1 / 8.6 / 99.4 ↑ 1.2 / 4.9 / 89.1 ↑ 1.5 / 6.1 / 77.9
↓ 33.3 / 0.98 ↓ 35.9 / 0.99 ↓ 34.9 / 0.98 ↓ 29.5 / 0.98 ↓ 34.3 / 0.99 ↓ 32.5 / 0.98
65.0 s 117.5 s 72.3 s 500.3 s 459.9 s 566.3 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 2.1 / 8.7 / 102 ↑ 1.8 / 8.4 / 96.1 ↑ 1.7 / 6.7 / 77.1 ↑ 1.2 / 6.8 / 111 ↑ 0.9 / 3.7 / 69.9 ↑ 1.1 / 5.4 / 114
↓ 29.4 / 0.98 ↓ 29.7 / 0.98 ↓ 31.6 / 0.98 ↓ 31.5 / 0.98 ↓ 36.7 / 0.99 ↓ 33.5 / 0.99
459.1 s 461.0 s 449.1 s 99.2 s 98.6 s 99.0 s

Figure 30: Material fabric112. Strategies start with 144 samples and finish with 576 samples.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 2.0 / 9.8 / 125 ↑ 2.4 / 9.8 / 101 ↑ 2.2 / 9.2 / 89.8 ↑ 2.8 / 13.0 / 160 ↑ 2.9 / 12.8 / 109 ↑ 2.1 / 9.7 / 91.0
↓ 28.4 / 0.90 ↓ 28.3 / 0.88 ↓ 28.9 / 0.92 ↓ 25.9 / 0.85 ↓ 26.0 / 0.84 ↓ 28.4 / 0.86
69.0 s 112.3 s 79.6 s 511.5 s 459.9 s 548.3 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 2.6 / 11.5 / 160 ↑ 3.4 / 15.0 / 109 ↑ 2.7 / 13.2 / 178 ↑ 1.8 / 10.6 / 130 ↑ 1.9 / 9.2 / 122 ↑ 1.8 / 7.2 / 112
↓ 27.0 / 0.86 ↓ 24.7 / 0.81 ↓ 25.8 / 0.83 ↓ 27.7 / 0.94 ↓ 28.9 / 0.92 ↓ 31.0 / 0.92
469.2 s 450.1 s 445.9 s 100.3 s 98.7 s 99.1 s

Figure 31: Material fabric135. Strategies start with 144 samples and finish with 576 samples.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 1.5 / 6.3 / 54.3 ↑ 1.3 / 4.5 / 24.3 ↑ 1.3 / 5.1 / 31.4 ↑ 2.5 / 10.6 / 96.2 ↑ 1.5 / 7.2 / 76.5 ↑ 1.9 / 8.3 / 62.7
↓ 32.2 / 0.99 ↓ 35.2 / 0.99 ↓ 34.1 / 0.99 ↓ 27.6 / 0.98 ↓ 31.0 / 0.99 ↓ 29.8 / 0.98
69.8 s 94.9 s 72.6 s 464.8 s 474.1 s 454.9 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 2.1 / 9.4 / 93.5 ↑ 1.4 / 6.9 / 76.4 ↑ 1.6 / 6.6 / 68.4 ↑ 1.8 / 8.5 / 81.2 ↑ 1.4 / 6.1 / 71.3 ↑ 1.5 / 6.1 / 49.2
↓ 28.7 / 0.98 ↓ 31.4 / 0.99 ↓ 31.8 / 0.99 ↓ 29.6 / 0.98 ↓ 32.5 / 0.99 ↓ 32.5 / 0.99
465.4 s 466.1 s 453.4 s 99.7 s 100.3 s 99.8 s

Figure 32: Material fabric139. Strategies start with 144 samples and finish with 576 samples.
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strategy 1 strategy 2 strategy 3 strategy 4 strategy 5 strategy 6

↑ 0.4 / 2.2 / 17.3 ↑ 0.4 / 1.8 / 8.8 ↑ 0.6 / 2.8 / 18.2 ↑ 1.0 / 4.9 / 30.1 ↑ 0.6 / 3.1 / 33.6 ↑ 0.7 / 3.6 / 38.0
↓ 41.5 / 1.00 ↓ 43.1 / 1.00 ↓ 39.3 / 1.00 ↓ 34.4 / 0.99 ↓ 38.2 / 1.00 ↓ 37.0 / 1.00
67.0 s 103.9 s 80.8 s 498.0 s 458.2 s 528.0 s

strategy 7 strategy 8 strategy 9 strategy 10 strategy 11 strategy 12

↑ 1.0 / 4.7 / 29.1 ↑ 0.6 / 3.0 / 28.3 ↑ 0.7 / 3.4 / 41.0 ↑ 0.6 / 2.9 / 16.3 ↑ 0.5 / 2.3 / 15.5 ↑ 0.6 / 2.8 / 15.5
↓ 34.8 / 0.99 ↓ 38.6 / 1.00 ↓ 37.6 / 1.00 ↓ 39.0 / 1.00 ↓ 41.1 / 1.00 ↓ 39.1 / 1.00
466.6 s 457.3 s 452.7 s 99.2 s 98.3 s 98.6 s

Figure 33: Material wood01 151. Strategies start with 144 samples and finish with 576 samples.
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5 Comparison of Techniques Looking for Optimal Sample Placements

In contrast with approaches proposed in Section 4 now we assume knowledge of all M = 720× 720 = 518400 sample
values and we are looking for optimal placement of N = 576 samples from which can be original image reconstructed
as accurately as possible.

First approach we tried is Floyd-Steinberg dithering [3]. The algorithm achieves dithering by distributing the
residual quantization error of a pixel onto its neighboring pixels. Figure 34 shows that algorithm does not work well
for our purposes.

Another approach is based on iterative removing of samples with minimal cross-validation error. The algorithm
consists of two steps. In the first one a cross-validation error in each remaining sample is evaluated. The error is
computed as Euclidean distance between actual and interpolated value in the sample. Interpolation is done by Kriging
interpolation method using 20 samples closest to the current one. Lets call these 20 closest samples as supporting
samples. In the second step samples with minimal cross-validation error are removed until we should remove sample
whose supporting sample was already removed. Then the first step has to be performed again. The algorithm stops
when required number of remaining samples is reached.

During testing the algorithm we have noticed that sometimes the algorithm performs better on sample grids with
lower resolution. So we present results for five different resolutions. In the first one samples vary with step 0.5o so there
are M0.5 = 720× 720 = 518400 samples. In the second one samples vary with step 1o and M1 = 360× 360 = 129600.
Other steps are 2o, 4o, and 8o and sample counts are M2 = 180 × 180 = 32400, M4 = 90 × 90 = 8100, and
M8 = 45× 45 = 2025.

Summary The algorithm based on iterative removing of samples reaches good results. It presents sampling
patterns as one would expected. On the other hand the fact that using lower resolution results can perform better
means that the algorithm is not optimal. We believe there exists another algorithm with polynomial execution time
that can produce better results.
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fabric002 measured Purple satin Red velvet Yellow satin fabric002

↑ 2.8 / 7.2 / 49.7 ↑ 32.4 / 118.5 / 360 ↑ 0.2 / 0.5 / 6.7 ↑ 44.9 / 136.9 / 400 ↑ 4.7 / 22.4 / 80.4
↓ 31.1 / 0.98 ↓ 6.7 / 0.52 ↓ 54.3 / 1.00 ↓ 5.4 / 0.44 ↓ 21.2 / 0.67
N = 803 N = 428 N = 1703 N = 243 N = 1114

fabric041 fabric112 fabric135 fabric139 wood01 151

↑ 8.6 / 20.7 / 64.7 ↑ 5.8 / 21.8 / 98.7 ↑ 13.4 / 42.6 / 121 ↑ 9.8 / 31.8 / 72.6 ↑ 0.9 / 4.3 / 25.9
↓ 21.9 / 0.66 ↓ 21.4 / 0.55 ↓ 15.6 / 0.40 ↓ 18.1 / 0.54 ↓ 35.4 / 1.00
N = 974 N = 633 N = 404 N = 773 N = 978

Figure 34: Floyd-Steinberg dithering tested on various materials.
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resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 1.3 / 2.6 / 10.9 ↑ 1.2 / 2.6 / 13.6 ↑ 1.4 / 3.0 / 13.1 ↑ 1.3 / 3.0 / 18.9 ↑ 0.9 / 2.1 / 19.4
↓ 40.0 / 0.99 ↓ 39.8 / 0.99 ↓ 38.7 / 0.99 ↓ 38.7 / 0.99 ↓ 41.8 / 0.99

Figure 35: Iterative sample removing with final sample count N = 576. Material fabric002 measured.

resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 80.3 / 277.3 / 515 ↑ 50.3 / 188.1 / 584 ↑ 30.5 / 110.0 / 254 ↑ 6.0 / 22.4 / 158 ↑ 1.0 / 15.8 / 255
↓ -0.7 / 0.99 ↓ 2.7 / 0.99 ↓ 7.3 / 0.99 ↓ 21.2 / 0.97 ↓ 24.2 / 0.97

Figure 36: Iterative sample removing with final sample count N = 576. Material Brushed alum.
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resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 0.7 / 2.8 / 25.9 ↑ 0.7 / 3.1 / 29.9 ↑ 0.7 / 2.9 / 24.4 ↑ 0.7 / 2.8 / 20.1 ↑ 0.6 / 2.3 / 20.9
↓ 39.3 / 0.88 ↓ 38.5 / 0.87 ↓ 38.9 / 0.86 ↓ 39.2 / 0.86 ↓ 41.0 / 0.93

Figure 37: Iterative sample removing with final sample count N = 576. Material Purple satin.

resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 0.1 / 0.4 / 4.5 ↑ 0.1 / 0.2 / 2.0 ↑ 0.1 / 0.3 / 3.2 ↑ 0.1 / 0.3 / 2.3 ↑ 0.1 / 0.3 / 2.7
↓ 56.2 / 1.00 ↓ 60.4 / 1.00 ↓ 58.6 / 1.00 ↓ 59.4 / 1.00 ↓ 59.0 / 1.00

Figure 38: Iterative sample removing with final sample count N = 576. Material Red velvet.
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resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 2.1 / 6.9 / 38.3 ↑ 2.3 / 7.3 / 44.9 ↑ 1.7 / 5.2 / 30.7 ↑ 1.9 / 6.0 / 49.4 ↑ 2.0 / 8.9 / 147
↓ 31.3 / 0.65 ↓ 30.9 / 0.62 ↓ 33.8 / 0.68 ↓ 32.6 / 0.65 ↓ 29.2 / 0.73

Figure 39: Iterative sample removing with final sample count N = 576. Material Yellow satin.

resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 0.6 / 1.8 / 11.0 ↑ 0.8 / 3.2 / 22.6 ↑ 0.6 / 1.7 / 30.2 ↑ 0.7 / 2.0 / 15.7 ↑ 0.7 / 2.1 / 14.5
↓ 42.9 / 1.00 ↓ 38.0 / 0.99 ↓ 43.4 / 1.00 ↓ 42.1 / 1.00 ↓ 41.7 / 0.99

Figure 40: Iterative sample removing with final sample count N = 576. Material fabric002.
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resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 0.3 / 0.8 / 8.1 ↑ 0.3 / 0.6 / 4.6 ↑ 0.3 / 0.8 / 6.2 ↑ 0.3 / 0.7 / 6.6 ↑ 0.3 / 0.8 / 6.0
↓ 50.4 / 1.00 ↓ 52.3 / 1.00 ↓ 50.6 / 1.00 ↓ 51.0 / 1.00 ↓ 49.9 / 1.00

Figure 41: Iterative sample removing with final sample count N = 576. Material fabric041.

resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 1.0 / 2.7 / 14.9 ↑ 0.9 / 2.6 / 17.6 ↑ 1.0 / 3.0 / 15.4 ↑ 0.8 / 2.3 / 12.9 ↑ 1.0 / 3.5 / 33.6
↓ 39.6 / 0.99 ↓ 39.9 / 0.99 ↓ 38.7 / 0.98 ↓ 40.9 / 0.99 ↓ 37.4 / 0.98

Figure 42: Iterative sample removing with final sample count N = 576. Material fabric112.
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resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 1.6 / 5.4 / 43.4 ↑ 1.5 / 4.8 / 33.6 ↑ 1.8 / 6.3 / 42.5 ↑ 1.0 / 3.2 / 31.6 ↑ 0.9 / 5.4 / 87.2
↓ 33.5 / 0.82 ↓ 34.5 / 0.83 ↓ 32.2 / 0.79 ↓ 38.1 / 0.93 ↓ 33.5 / 0.97

Figure 43: Iterative sample removing with final sample count N = 576. Material fabric135.

resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 0.8 / 2.3 / 11.1 ↑ 0.9 / 2.7 / 18.4 ↑ 0.7 / 2.0 / 19.0 ↑ 0.7 / 1.9 / 11.0 ↑ 0.7 / 2.1 / 14.0
↓ 40.8 / 1.00 ↓ 39.5 / 0.99 ↓ 42.4 / 1.00 ↓ 42.5 / 1.00 ↓ 41.9 / 1.00

Figure 44: Iterative sample removing with final sample count N = 576. Material fabric139.
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resolution 0.5o resolution 1o resolution 2o resolution 4o resolution 8o

↑ 0.3 / 0.9 / 6.0 ↑ 0.3 / 1.0 / 8.1 ↑ 0.3 / 0.9 / 7.4 ↑ 0.3 / 1.0 / 6.3 ↑ 0.3 / 0.9 / 6.7
↓ 49.0 / 1.00 ↓ 47.9 / 1.00 ↓ 49.3 / 1.00 ↓ 48.6 / 1.00 ↓ 49.2 / 1.00

Figure 45: Iterative sample removing with final sample count N = 576. Material wood01 151.
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6 Final Comparison

For final comparison of the above described methods we selected the algorithm based on iterative sample removing
with initial step 4o as it performs better then the other initial steps for the most materials. Further we selected static
sampling pattern with uniform grid of resolution 24 × 24 samples and then we selected two strategies of adaptive
sampling. It is strategy 2 and strategy 11 as they perform better then the others.

Iterative sample removing algorithm works well in terms of pixel-wise comparison and maximal difference measure.
Regular uniform pattern provide good performance in terms of error metrics however direct pixel-wise comparison of
interpolated and ground truth image suggests that interpolated image is not accurate enough as reflections are not
smooth.

At least one of the adaptive strategies performs well on the most of materials which suggests that adaptive sampling
is possible although it should be improved slightly in the future to compete even better with static regular sampling.

ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 1.3 / 3.0 / 18.9 ↑ 0.8 / 3.0 / 29.3 ↑ 1.3 / 3.7 / 24.5 ↑ 1.3 / 3.9 / 32.6
↓ 38.7 / 0.99 ↓ 38.7 / 0.99 ↓ 36.8 / 0.99 ↓ 36.3 / 0.99

Figure 46: Material fabric002 measured. Sample count N = 576.
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ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 6.0 / 22.4 / 158 ↑ 4.5 / 33.0 / 244 ↑ 3.9 / 29.4 / 268 ↑ 1.7 / 17.0 / 297
↓ 21.2 / 0.97 ↓ 17.8 / 0.85 ↓ 18.8 / 0.82 ↓ 23.5 / 0.86

Figure 47: Material Brushed alum. Sample count N = 576.

ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 0.7 / 2.8 / 20.1 ↑ 0.7 / 4.0 / 55.8 ↑ 1.1 / 7.4 / 102 ↑ 0.5 / 2.4 / 19.8

↓ 39.2 / 0.86 ↓ 36.2 / 0.98 ↓ 30.8 / 0.93 ↓ 40.7 / 0.94

Figure 48: Material Purple satin. Sample count N = 576.
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ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 0.1 / 0.3 / 2.3 ↑ 0.0 / 0.1 / 1.2 ↑ 0.2 / 0.5 / 5.2 ↑ 0.3 / 0.8 / 8.2
↓ 59.4 / 1.00 ↓ 65.2 / 1.00 ↓ 53.4 / 1.00 ↓ 49.8 / 1.00

Figure 49: Material Red velvet. Sample count N = 576.

ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 1.9 / 6.0 / 49.4 ↑ 2.7 / 14.5 / 170 ↑ 2.3 / 11.3 / 197 ↑ 1.6 / 7.4 / 161
↓ 32.6 / 0.65 ↓ 25.0 / 0.89 ↓ 27.1 / 0.85 ↓ 30.7 / 0.90

Figure 50: Material Yellow satin. Sample count N = 576.
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ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 0.7 / 2.0 / 15.7 ↑ 0.4 / 2.2 / 28.2 ↑ 0.5 / 1.8 / 19.9 ↑ 0.5 / 2.3 / 32.4
↓ 42.1 / 1.00 ↓ 41.3 / 1.00 ↓ 42.8 / 1.00 ↓ 41.1 / 1.00

Figure 51: Material fabric002. Sample count N = 576.

ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 0.3 / 0.7 / 6.6 ↑ 0.1 / 0.6 / 4.8 ↑ 0.2 / 0.9 / 9.5 ↑ 0.3 / 0.9 / 7.8
↓ 51.0 / 1.00 ↓ 53.0 / 1.00 ↓ 49.1 / 1.00 ↓ 49.5 / 1.00

Figure 52: Material fabric041. Sample count N = 576.
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ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 0.8 / 2.3 / 12.9 ↑ 1.1 / 5.3 / 59.3 ↑ 1.2 / 4.1 / 34.4 ↑ 0.9 / 3.7 / 69.9
↓ 40.9 / 0.99 ↓ 33.7 / 0.99 ↓ 35.9 / 0.99 ↓ 36.7 / 0.99

Figure 53: Material fabric112. Sample count N = 576.

ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 1.0 / 3.2 / 31.6 ↑ 1.7 / 9.5 / 87.1 ↑ 2.4 / 9.8 / 101 ↑ 1.9 / 9.2 / 122
↓ 38.1 / 0.93 ↓ 28.6 / 0.95 ↓ 28.3 / 0.88 ↓ 28.9 / 0.92

Figure 54: Material fabric135. Sample count N = 576.
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ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 0.7 / 1.9 / 11.0 ↑ 0.8 / 4.1 / 32.0 ↑ 1.3 / 4.5 / 24.3 ↑ 1.4 / 6.1 / 71.3
↓ 42.5 / 1.00 ↓ 35.9 / 0.99 ↓ 35.2 / 0.99 ↓ 32.5 / 0.99

Figure 55: Material fabric139. Sample count N = 576.

ground truth removing 4o uniform samples triangulation 2 triangulation 11

↑ 0.3 / 1.0 / 6.3 ↑ 0.2 / 0.9 / 5.2 ↑ 0.4 / 1.8 / 8.8 ↑ 0.5 / 2.3 / 15.5
↓ 48.6 / 1.00 ↓ 48.8 / 1.00 ↓ 43.1 / 1.00 ↓ 41.1 / 1.00

Figure 56: Material wood01 151. Sample count N = 576.
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