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Support of solutions of stochastic differential equations in
exponential Besov–Orlicz spaces

Martin Ondrej�at, Prokop �Simon, and Michal Kupsa

Institute of Information Theory and Automation, The Czech Academy of Sciences, Praha 8,
Czech Republic

ABSTRACT
The Besov–Orlicz space B1=2U;1ð0; T;RdÞ with UðxÞ ¼ expðx2Þ�1 is cur-
rently the smallest known classical function space to which paths of
the Wiener process belong almost surely. We consider stochastic dif-
ferential equations with no global growth condition on the non-line-
arities and we describe the topological support of the laws of
trajectories of the solutions in every Polish subspace of continuous
functions into which the Besov–Orlicz space B1=2U;1ð0; T;RdÞ is
embedded compactly.
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1. Introduction

Let us consider a Stratonovich stochastic differential equation

dX ¼ b Xð Þ dt þ r Xð Þ�dW; X 0ð Þ ¼ n (1.1)

where b : Rd ! R
d; r : Rd ! R

d � R
m, W is an R

m-valued Wiener process and n 2 R
d.

In the seminal paper [1] it was shown that if Y denotes the path space Cð½0;T�;RdÞ
then

the support of the law of X in the path space Y ¼ xw : w 2 L2 0;T;Rmð Þ� �Y
(1.2)

provided that b is bounded and Lipschitz continuous, r is C2-smooth and r, r0 and r00

are bounded, where by xw the solution to the ordinary differential equation

x0 ¼ b xð Þ þ r xð Þw; x 0ð Þ ¼ n (1.3)

is denoted.
If Equation (1.2) is established in a path space Y smaller and finer than Cð½0;T�;RdÞ

then one gets more precise information about the law of the solution of Equation (1.1);
a considerable attention has been paid to this problem as well as to weakening hypothe-
ses on b and r. Before we provide an overview of known results, we mention that the
same characterization was proved for stochastic equations driven by little more general
semimartingales S of the form dS ¼ Adt þ QdW where W is a Wiener process and the
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processes A, Q and Q�1 are typically bounded, see e.g. [2–4] for precise assumptions,
and we also refer the reader to [5] for support theorems for stochastic equations driven
by general Gaussian and Markov processes, approached via the rough paths theory.
In the table below and the comments following it, we list results on the support of

the law of the solution to Equation (1.1) from [1–14]. First we have to introduce the
function spaces used in these works, although we do not need most of them in the
sequel, to have the possibility to compare the results. We will denote by Ck the space of
k-times differentiable functions, by Ck

b the space of continuous bounded k-times differ-
entiable functions such that all derivatives up to the order k are continuous and
bounded, by Ck;a the space of k-times differentiable functions such that kth-derivatives
are locally a-H€older continuous and by Ck;a

b the space of continuous bounded k-times
differentiable functions such that all derivatives up to the order k are continuous and
bounded and the kth-derivatives are globally a-H€older continuous. If h is a continuous
positive function on some interval ð0; e� such that hð0þÞ ¼ 0, the generalized H€older
space Ch corresponding to the modulus of continuity h, with the norm

jjf jjCh 0;T½ �;Rdð Þ ¼ sup
t2 0;T½ �

jf tð Þj þ sup
0�s< t�T � e

jf tð Þ�f sð Þj
h t � sð Þ (1.4)

will be considered. In particular, if hðtÞ ¼ ta for some a 2 ð0; 1Þ, then we get the clas-
sical H€older space Ca. If A : ½0;1Þ ! ½0;1Þ is a continuous, non-decreasing, convex
function such that Að0Þ ¼ 0 and Að1�Þ ¼ 1 then we denote by LA the Orlicz space
with the Luxemburg norm

jjf jj
LA 0;T;Rdð Þ ¼ inf k > 0 :

ðT
0
A k�1jf sð Þj
� �

ds � 1

( )
:

Only two cases of A will be needed in the sequel. First AðxÞ ¼ UðxÞ ¼ exp ðx2Þ�1
and second AðtÞ ¼ tp; p 2 ½1;1Þ. In the latter case, LAð0;T;RdÞ is the standard
Lebesgue space Lpð0;T;RdÞ with the norm

jjf jj
Lp 0;T;Rdð Þ ¼

ðT
0
jf sð Þjpds

 !1
p

:

Table 1. Survey.

Year Ref. Drift term b Diffusion term r State space Global existence

1972 [1] Bounded Lipschitz C2b C Implied
1985 [3] Not present C3b C Implied
1986 [4] C3b C3b C Implied
1990 [2] Lipschitz Lipschitz & C2 C Implied
1994 [8] Bounded Lipschitz & C1 C1b \ C1 Cð1=2Þ� Implied
1994 [14] Bounded Lipschitz C2b Cð1=2Þ� Implied
1994 [13] Lipschitz C2b Bjr log rj

1=2

U;1 Implied
1995 [11] Locally mononotone Linear growth & C1;1 ðB1=2p;1 \ Cjr log rj

1=2 Þ� Implied
Semimononotone
Continuous

2018 Locally mononotone C1;1 ðB1=2U;1Þ� Assumed

Here Cð1=2Þ� means Ca for some a< 1=2 and the symbol ðZÞ� stands for “for every Banach space Y such that Z is
embedded in Y compactly.”
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Now modulus Besov–Orlicz spaces Bh
A;1, with h as above, can be introduced as

spaces with the norm

jjf jj
Bh
A;1 0;T;Rdð Þ ¼ jjf jj

LA 0;T;Rdð Þ þ sup
0< t�T � e

jjf t þ �ð Þ�f �ð ÞjjLA 0;T�t½ �;Rdð Þ
h tð Þ : (1.5)

The dependence of the norms in Equations (1.4) and (15.5) on e is not important
(the norms are equivalent for different e). Let us realize that if AðtÞ ¼ tp and hðtÞ ¼ ta

for some p 2 ½1;1Þ and a 2 ð0; 1Þ then Bh
A;1 is the classical Besov space Ba

p;1.
Table 1 surveys chronologically, as far as we know, the progress on sufficient condi-

tions that guarantee the equality (11.2), whereas the last line is referring to the present
paper (we do not list those papers from the bibliogrpahy that provided different proofs
of already known results). To better understand the table, e.g. that

present paper ) 12½ � ) 19½ �
but [11] does not cover the present paper, realize that the embeddings in Figure 1 hold
for every p 2 ½1;1Þ; a 2 ½0; 1=2Þ; b 2 ð1=2; 1Þ; c 2 ð0; 1=2Þ (here ! and ‡ denote con-
tinuous non-compact and compact embeddings respectively), cf. Corollary 5.5 and
Example 3.5.
The goal of the present paper is twofold. Firstly, we want to prove the support the-

orem for equations with minimal regularity and no global growth assumption on b and
r, e.g. for broken polynomials, and secondly, as already indicated in the table, we want
to prove it for any path space into which the Besov–Orlicz space B1=2

U;1ð0;T;RdÞ is com-
pactly embeded; note that B1=2

U;1ð0;T;RdÞ seems to be the smallest Banach space such
that the paths of a Wiener process are known to belong to almost surely (see e.g. [15]
or [16]). Apparently, to achieve the former goal, we need to separate the problem of
existence of solutions from the problem of characterization of the topological support of
the solutions, and so our assumptions on b and r do not imply existence of solutions
(which must be thus assumed). In particular, we generalize all the above cited papers
[1–5, 8–14].
As far as the proof of the main result is concerned, we extend the idea of approxima-

tions of SDEs from [2] to exponential Besov–Orlicz path spaces using a compactness
argument as in [11]. A Lenglart-type Lemma 4.1 for continuous local martinagales is
our main tool. We also modify the method to avoid global growth assumptions on the
non-linearities (as these are imposed in the papers [1–5, 8, 10–14]). Then we proceed
via a change-of-measure argument as in [4] and hence, we could consider equations

Figure 1. Embeddings.
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driven by semimartingales S of the form dS ¼ Adt þ QdW as in [4]. Yet we restrict our-
selves to S¼W for simplicity.
We add, for completeness, that the seminal paper [1] was extended to stochastic

equations in Hilbert spaces (but not to SPDEs) by [7], that a description of the support
of laws of solutions to stochastic ordinary Stratonovich equations with smooth non-line-
arities with bounded derivatives of order 1 (and more) was also treated in [6] and that
support theorems were proved, using the theory of rough paths, also in [9, 10] in
modulus H€older path spaces Ch for every modulus of continuity h such that

lim
e!0þ

h eð Þ
je log ej1=2

¼ 1: (1.6)

The interesting proofs in [5, 9, 10, 12] based on rough paths, in particular on the
continuity of the It Lyons map (which exists also for various different metrics), are
shorter comparing to the standard approach but do not reach the generality of the path
space considered in the earlier paper [11].

2. General notation and conventions, part I

We convene that, throughput this paper,

� every filtration on a given probability space is assumed to be complete, i.e. every
r-algebra in the filtration contains all measurable sets of zero probability,

� LUða; b;RdÞ is the Orlicz with the Luxemburg norm for UðxÞ ¼ expðx2Þ�1,
� Y is a complete metric space embedded continuously in Cð½0;T�;RdÞ such that

bounded sets in B1=2
U;1ð0;T;RdÞ are relatively compact in Y,

� X ¼ fg 2 C1ðR;RmÞ : g ¼ 0 on ð�1; 0Þg,
� if Xb is a continuous adapted process of bounded variation, Xm is a continuous

local martingale and Xbð0Þ ¼ Xmð0Þ ¼ 0 then X ¼ Xb þ Xm is called a continu-
ous semimartingale,

� jRjt ¼ sup fjRðsÞj : s 2 ½0; t�g,
� jjRjjðtÞ denotes the variation of a scalar or vector function R on ½0; t�,
� jjRjjLip½0;t� ¼ inf fc � 0 : jRðbÞ�RðaÞj � cjb�aj; 0 � a � b � tg; t � 0,
� DtðRÞ ¼ inf fc : jjRðhþ �Þ�RjjLU½0;t�h� � ch1=2; 8h 2 ½0; t�g; t � 0,
� hNi ¼ Trace ðhNi;NjiÞij for a vector continuous semimartingale N,
� inf; ¼ 1.

3. The main result

Recall that

B1=2
U;1 0;T;Rd
� �

¼ f 2 LU 0;Tð Þ : DT fð Þ<1
� �

;

equipped with the norm jjf jj ¼ jjf jjLUð0;TÞ þ DTðf Þ, is a Banach space (see Section 5 for
basic properties).

Theorem 3.1. Let ðX;F; ðFtÞ;PÞ be a stochastic basis, T> 0, let W be an R
m-valued

ðFtÞ-Wiener process, let n 2 R
d and assume that

1040 M. ONDREJ�AT ET AL.



(H0) b : Rd ! R
d is locally bounded and, for every R> 0, there exists CR such that

b xð Þ�b yð Þ
� � � x�yð Þ � CRjx�yj2

holds for every jxj � R and jyj � R,

(H1) r : Rd ! R
d � R

m is C1-smooth and r0 is locally Lipschitz continuous,

(H2) x0 ¼ bðxÞ þ rðxÞw; xð0Þ ¼ n has a solution xw on ½0;T� for every w 2 X .

Consider the set S ¼ fxw : w 2 Xg and let X solve

dX ¼ b Xð Þ dt þ r Xð Þ	 dW; X 0ð Þ ¼ n (3.1)

on ½0;T�. Then X 2 B1=2
U;1ð0;T;RdÞ a.s., S 
 B1=2

U;1ð0;T;RdÞ, X is a separably valued
Borel measurable random variable in Y and if K is a closed set in Y then P ½X 2 K� ¼ 1
holds if and only if S 
 K.

Example 3.2 (Generality of non-linearities). The hypotheses (H0) - (H2) of Theorem
3.1 are satisfied e.g. for the equation

dX ¼ �sgn Xð ÞX2j log Xð Þj dt þ Xþð Þ2 dW; X 0ð Þ ¼ n

that has a global solution. In particular, Theorem 3.1 applies whereas the support theo-
rems in [1–14] do not, even in the path space Cð½0;T�Þ.

Example 3.3 (The path space Y] To give an example of a path space where Theorem
3.1 holds but the support theorems in [1–14] do not, we can think of e.g. the intersec-
tion Fr�echet space

Y ¼ \
n�1

Br1=2 log nð Þ 1=rð Þ
U;1 0;T;Rd

� �
with the inductive topology where logðnÞðxÞ ¼ logðlogðn�1ÞðxÞÞ for n � 2, see Example
3.5. This space is embedded in Cjr log rj1=2 log ðnÞð1=rÞð½0;T�;RdÞ for every n � 1 by
Lemma 5.1.

Example 3.4 (Counterexample). The characterization Equation (1.2) does not hold in
the space Y ¼ Cjr log rj1=2ð½0;T�;RdÞ nor in any smaller and finer space, in particular in
B1=2
U;1ð0;T;RdÞ. To this end, denote by

m f ; eð Þ ¼ sup jf bð Þ�f að Þj : a; b 2 0; 1½ �; jb�aj � e
� �

(3.2)

the modulus of continuity of f and consider a simple equation dX ¼ � dW;Xð0Þ ¼ 0
solved by the Wiener process W. Then

lim
e!0þ

m W; eð Þ
j2e log ej1=2

¼ 1 a:s: (3.3)

by [17, Theorem 1.1.1]. Hence
ffiffiffi
2

p � jjW�wjjY a.s. for every w 2 S. In particular,
P ½W 2 �SY � ¼ 0, and the same is true for Y ¼ B1=2

U;1ð0;T;RdÞ by Corollary 5.5.

STOCHASTIC ANALYSIS AND APPLICATIONS 1041



Example 3.5 (Comparison with [11]). If 0< k< 1=2 and l 2 R then

\
1�p<1

B1=2
p;1 0; 1ð Þ \ Cjr log rj1=2 0; 1½ �ð Þ 6
 Br1=2j log rjk

U;1 0; 1ð Þ

and the embedding

Br1=2j log rjl
U;1 0; 1ð Þ;! Cr1=2j log rjlþ1=2

0; 1½ �ð Þ
is not compact. In particular, whereas [11] does not imply the validity of the support
theorem in Br1=2j log rjk

U;1 for 0< k< 1=2 due to the above relation, Theorem 3.1 herea-
bove does.
For let ffn : n � 0g denote the Franklin system of orthonormal splines (see e.g. [18,

Section III.C]) and, for every real continuous function F on ½0; 1�, consider the expan-
sion

F ¼
X1
n¼0

~Fnfn where ~Fn ¼
ð1
0
F tð Þfn tð Þdt:

There exist strictly positive constants ck and Ck for k 2 R such that

ckjjFjj
Br1=2 j log rjk
p;1 0;1½ � � sup

j�0
j~F0j; j~F1j;

2j2�j=pjj~F jj‘p 2j < n�2jþ1½ �
jþ 1ð Þk

( )
� CkjjFjj

Br1=2 j log rjk
p;1 0;1½ �

holds for every p 2 ½1;1Þ; k 2 R and every continuous function F, see [18, Th�eor�em
III.1]. Consequently,

ckjjFjjCr1=2 j log rjk 0;1½ � � sup
j�0

j~F0j; j~F1j;
2jjj~F jj‘1 2j < n�2jþ1½ �

jþ 1ð Þk
( )

� CkjjFjjCr1=2 j log rjk 0;1½ �

ckjjFjj
Br1=2 j log rjk
U;1 0;1½ � � sup

j�0;p�1
j~F0j; j~F1j;

2j2�j=pjj~F jj‘p 2j < n�2jþ1½ �
p1=2 jþ 1ð Þk

( )
� CkjjFjj

Br1=2 j log rjk
U;1 0;1½ �

holds for every k 2 R and every real continuous function F on ½0; 1�.
Now fix 0<b< 1�2k and define ~F2jþk ¼ j1=22�j for j � 1 and 1 � k � 2j�jb and set

~Fn ¼ 0 for all remaining indices. Hence, the function F with the coefficients ~Fn belongs
to B1=2

p;1½0; 1� \ Cjr log rj1=2 ½0; 1� for every 1 � p<1 but not in Br1=2j log rjk
U;1 ½0; 1�.

To disprove the compactness of the embedding, consider the sequence FðjÞ with the
coefficients ~F

ðjÞ
2jþ1 ¼ jlþ

1
22�j and ~F

ðjÞ
n ¼ 0 for all remaining indices, for j � 1. Then fFðjÞg

is bounded in Br1=2j log rjl
U;1 but

jjF jð Þ�F kð Þjj
Cr1=2 j log rjlþ1=2 � e; j 6¼ k:

4. The key tools

We will often need to estimate exponential Besov–Orlicz pseudonorms DTð�Þ of indefin-
ite Stieltjes and stochastic integrals in the sequel. For that purpose, we present the fol-
lowing estimates where the first one is the main and the most important ingredient of
the paper. In case of the standard Besov spaces B1=2

p;1, the origins of Proposition 4.1 can
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be found already in [19, Remarque 4] and the first realization of the idea (having been
applied to Brownian local times) was given, to our best knowledge, in [20]. Below, we
prove the result for continuous local martingales in the form of a Lenglart-type esti-
mate, showing that uniform convergence of derivatives of the quadratic variation in
L0ðX; L1ð0;TÞÞ turns to convergence of the local martingales in L0ðX;B1=2

U;1ð0;TÞÞ.
Theorem 4.1. Let T> 0. There exists a function GT : ½0;1Þ ! ½0; 1� such that
limt!1 GTðtÞ ¼ 0 and

P Ds Vð Þ � a; jjhVijjLip 0;s½ � � c
h i

� GT ac�1=2ð Þ (4.1)

holds for every a 2 ½0;1Þ; c 2 ð0;1Þ, every ½0;T�-valued random variable s and every
real continuous local martingale V with Vð0Þ ¼ 0.
Proof. Extend the stochastic basis such that there exists a Wiener process U independ-

ent of V. Then N ¼ U þ V is a local martingale with quadratic variation
hNiðtÞ ¼ t þ hViðtÞ. By the Dambis-Dubins-Schwarz theorem, there exists a Wiener
process W such that NðtÞ ¼ WðhNiðtÞÞ for every t � 0 a.s. In particular, on the set
½jjhVijjLip½0;s� � 1�,

Ds Vð Þ � Ds Uð Þ þ Ds Nð Þ � Ds Uð Þ þ 192D2s Wð Þ � DT Uð Þ þ 192D2T Wð Þ
by Lemma 4.3 and we get the result by Lemma 4.4 and by scaling. w

Proposition 4.2. Let T � 0. Then, for every measurable bounded function A and every
continuous function B with bounded variation,

DT

ð�
0
A dB

� �
� jAjTDT jjBjjð Þ: (4.2)

Proof. The inequality follows directly from the definition of DT. w

Lemma 4.3. Let u � 1, T> 0 and let . be an increasing function on ½0;T� such that
u�1jt�sj � j.ðtÞ�.ðsÞj � ujt�sj holds for every s; t 2 ½0;T�. Then

48u2ð Þ�1
D. Tð Þ fð Þ � DT f �.ð Þ � 48u2ð ÞD. Tð Þ fð Þ (4.3)

holds for every measurable vector or scalar function f on ð0; .ðTÞÞ.
Proof. Except for the explicit constants in Equation (4.3), this result was essentially

proved in [20, Lemma 2.2]. The constants can be derived by a careful revision of the
proof therein. w

Lemma 4.4. Let W be a Wiener process and T> 0. Then DTðWÞ<1 a.s.
Proof. See e.g. the original paper [15] or a simplified proof valid also for Banach

space valued Wiener processes in [16], Theorem 4.1]. w

5. Basic properties of exponential Besov–Orlicz spaces

Below, let X be a Banach space. We are going to investigate embeddings of exponential
Besov–Orlicz spaces to modulus H€older spaces and existence of continuous extension
operators that we will need in the sequel.
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Lemma 5.1 (Garsia, Rodemich, Rumsey [21]). Let p : Rþ ! Rþ be a continuous, strictly
increasing function with pð0Þ ¼ 0, let I be an interval and f : I ! X measurable such
that

K ¼
ð
I�I

U
jf að Þ�f bð Þj
p ja� bjð Þ

 !
dadb<1:

Then

jf xð Þ�f yð Þj � 8
ðjx�yj

0
U�1 Ku�2ð Þdp uð Þ

holds for all points of Lebesgue density x; y 2 I.

Remark 5.2. The proof of Lemma 5.1 in [21] is carried out for scalar-valued functions f
but such a restriction is not important and the proof holds for Banach space valued
functions f mutatis mutandis.
Let fT be the primitive function to 4U�1ð2Tu�2Þu�1=2 such that fTð0Þ ¼ 0. Applying

Lemma 5.1 to a given function f and to pðuÞ ¼ DTðf Þu1=2, we get the following result.

Corollary 5.3. Let T> 0 and let f : ½0;T� ! X be integrable. Then

jf xð Þ�f yð Þj � DT fð ÞfT jx�yj� �
holds for all points of Lebesgue density x; y 2 I.

Remark 5.4. Observe that fTðxÞ is increasing in x and T and jr log rj�1=2fTðrÞ converges
to 27=2 if r # 0.

Corollary 5.5. Let T> 0. Then

B1=2
U;1 0;T;Xð Þ 
 Cjr log rj1=2 0;T½ �;Xð Þ; Bjr log rj1=2

U;1 0;T;Xð Þ 
 Cj log rjr1=2 0;T½ �;Xð Þ
and the embeddings are continuous.
Proof. The first embedding follows from Corollary 5.3 whereas the second one follows

from Lemma 5.1 for pðuÞ ¼ cju log uj1=2 for small u where c is the norm of f in the
space Bjr log rj1=2

U;1 ð0;T;XÞ. w

The next result is going to be applied to extended or stopped processes.

Corollary 5.6. There exists an increasing function j : Rþ ! Rþ such that

jjf hþ �ð Þ�f jjLU R;Xð Þ � j Tð Þh1=2DT fð Þ; 8h � 0

holds for every T> 0 and every continuous function f : R ! X constant on ð�1; 0Þ and
on ðT;1Þ.
Proof. Since f ðhþ xÞ�f ðxÞ can be non-null only for �h< x<T we observe that

jjf hþ �ð Þ�f jjLU R;Xð Þ � DT fð Þ h1=2 þ 2fT h�Tð Þjj1jjLU 0;hð Þ
h i

holds for every h � 0 by Corollary 5.3 by splitting ð�h;TÞ ¼ ð�h; 0� [ ð0;T�hÞ [
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½T�h;TÞ if h � T and ð�h;TÞ ¼ ð�h; 0� [ ð0;T� if h>T. Now we get the claim as

lim
t!0

j log tj1=2jj1jjLU 0;tð Þ ¼ lim
t!1 t�1=2jj1jjLU 0;tð Þ ¼ 1: w

The following simple lemma, whose proof is omitted, yields that fDtðYÞgt�0 is a left-
continuous adapted process whenever Y is a progressively measurable process.

Lemma 5.7. Let f : ½0;T� ! X be Bochner measurable. Then h 7! jjf ðhþ �Þ�f jjLUð0;T�h;XÞ
is lower-semicontinuous on ½0;T�.

6. General notation, part II

Often in this paper, we are going to work on probability spaces ðXd;Fd;PdÞ for d 2 N.
So, to shorten the notation for convergence in law to the Dirac measure, we are going
to use the notation below, cf. the symbol� in [2].

Definition 6.1. Let Zd be a random variable on a probability space ðXd;Fd;PdÞ for
d 2 N. We are going to write shortly Zd 0 instead of

lim
d!1

P
d jZdj � e
	 


¼ 0 for every e> 0:

We also convene to denote the R
d � R

m � R
m-valued function

r0rð Þijk ¼
Xd
l¼1

@rij
@xl

rlk

where r is our diffusion non-linearity in Equation (1.1).

7. A generalization of approximation results of Gy€ongy, Pr€ohle, Nualart,
and Sanz-Sol�e

In [2], Gy€ongy and Pr€ohle have proved, for equations driven by continuous semimar-
tingales, that the equality (11.2) holds in Y ¼ Cð½0;T�;RdÞ provided that b is Lipschitz
continuous, r 2 C2ðRdÞ and rr 2 CbðRdÞ. Subsequently, in [11], Gy€ongy, Nualart and
Sanz-Sol�e have improved this result for equations driven by Wiener processes by show-
ing the equality (11.2) in Banach spaces that embed compactly intersections of modulus
H€older and modulus Besov spaces, provided that b is continuous, locally monotone and
of semilinear growth, r0 is locally Lipschitz and r, ðr0rÞ grow at most linearly. In par-
ticular, in [11], the path space was finer and the assumptions on b and r less restrictive
than in [2]. In both papers, the proofs were based on an approximation result for equa-
tions

dxd ¼ b xdð Þ dt þ r xdð Þ�dMd (7.1)

dyd ¼ b yd
� �

dt þ r yd
� �

�dNd (7.2)

on ½0;T� where d 2 N, cf. [2, Theorem 2.2] and [11, Theorem 2.1]. We are now going
to prove an analogous approximation result in exponential Besov–Orlicz spaces while
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removing the assumptions on the global growth of b and r. In other words, comparing
to [2, 11], the path space is finer and the assumptions on b and r are less restrictive.
The global growth conditions on b and r in [2, 11] guaranteed not only existence of

global solutions to Equations (7.1), (7.2) but also their tightness. While existence of glo-
bal solutions is an independent problem, tightness of fxd; ydgd2N in the exponential
Besov–Orlicz spaces is the main ingredient for the proof of the support theorem. We
will prove below that tightness does not require global growth assumptions upon b and
r whatsoever. Observe also, the we removed the assumption on continuity of b, com-
paring to [2, 11].

Theorem 7.1. Let ðXd;Fd; ðFd
t Þ;PdÞ be stochastic bases for d 2 N, T> 0, Md;Nd con-

tinuous R
m-valued ðFd

t Þ-semimartingales on ½0;T�; xd; yd ðFd
t Þ-adapted solutions to

Equations (7.1), (7.2) and assume that

a. the hypotheses (H0) and (H1) hold,
b. the laws of the processes fydgd2N are tight in Cð½0;T�;RdÞ,
c. DTðjjMd

bjjÞ is finite a.s. for every d 2 N,
d. jxdð0Þ�ydð0Þj 0; jMd�NdjT 0 and jRdjT 0 where

Rd
ij tð Þ ¼

ðt
0

Nd
i �Md

i

� �
d Md

b

� �
j
þ hNd

i �Md
i ;M

d
j i tð Þ þ 1

2
hMd

i ;M
d
j i tð Þ�hNd

i ;N
d
j i tð Þ

� �
;

e. the laws of DTðMd
bÞ;DTðjjNd

b jjÞ; jjhMdijjLip½0;T�; jjhNdijjLip½0;T� and

DT

ð�
0
jMd � Ndj djjMd

bjj
� �

are tight with respect to d 2 N

Then DTðxdÞ;DTðydÞ;DTðMdÞ;DTðNdÞ are tight with respect to d 2 N and jxd�ydjT 0.
The following simple lemma based on the Prokhorov theorem and a Borel isomorph-

ism theorem (see e.g. [22], Chap. 3, Par. 39, Sect. IV, p. 487]) demonstrates the real
strength of Theorem 7.1.

Corollary 7.2. If conditions in Theorem 7.1 are satisfied then xd; yd are separably valued
Borel random variables in Y and dYðxd; ydÞ 0.

Proof. The proof of Theorem 7.1 will be carried out in several steps.

I. Tightness of DTðydÞ;DTðMdÞ;DTðNdÞ follows from (b), (e), 4.1, 4.2. Additionally,
from (c), one gets that DTðxdÞ is finite a.s. for every d 2 N in the same vein.

II. Introducing, analogously to [2], an adapted, continuous, non-decreasing
process

Qd tð Þ ¼ jxd 0ð Þj þ jydjt þ jMd�Ndjt þ hMdi tð Þ þ hNdi tð Þ þ jjNd
b jj tð Þ þ

ðt
0
jMd�Ndj djjMd

bjj;
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define stopping times

qdr ¼ inf t 2 0;T½ � : Qd tð Þ � r
� �

; .dc ¼ inf t 2 0;T½ � : jxd � ydjt � c
n o

and observe (as in [2]) that

jxd�ydjT 0 () jxd�ydjT � qdr � .dc
 0 for every r> 0 and c> 0

as QdðTÞ is tight by (b), (d), (e), (I) and Corollary 5.3. So we fix r; c 2 ð0;1Þ, define
vd ¼ T�qdr�.dc and proceed to prove that jxd�ydjvd 0.

III. The laws of fDvdðxdÞgd2N are tight. To prove this, let � be a smooth density
compactly supported around the origin in R

d, define mollifiers �lðxÞ ¼ ld�ðlxÞ
and rl ¼ r  �l, and apply the integration-by-parts formula XdY ¼
dðXYÞ�YdX�hX;Yi to ð�

0
rlij x

dð Þ d Md
j �Nd

j

� �
in the same way as in the proof of [2, Theorem 2.2]. Using local boundedness of b,

r, r0; r00, (e), Equations (4.1) and (4.2), we get that

Dvd rl xdð Þ Md � Ndð Þ �
ð�
0
rl xdð Þ d Md � Ndð Þ

� � �
d;lð Þ2N2

is tight, hence

Dvd r xdð Þ Md � Ndð Þ �
ð�
0
r xdð Þ d Md � Ndð Þ

� � �
d2N

is tight by lower-semicontinuity of Dtð�Þ with respect to a.e.-convergence, for every
t � 0. Now, using again local boundedness of b, r, r0, (e), Equations (4.1) and (4.2), we
get that

Dvd xd � r xdð Þ Md � Ndð Þ� �n o
d2N

is tight. The inequality DtðABÞ � jAjtDtðBÞ þ jBjtDtðAÞ, local boundedness and local
Lipschitzianity of r, (I), as in [11, Proposition 2.4], yield existence of a constant C inde-
pendent of d and tight non-negative random variables fSdgd2N such that

Dvd xdð Þ � Sd þ CjMd�NdjvdDvd xdð Þ
hence DvdðxdÞ is tight by (d) and (I).

IV. fxdð��vdÞ; ydð��vdÞgd2N are tight in Cð½0;T�;RdÞ by (III), Corollary 5.3 and (b).
V. If fJdijg are continuous adapted processes with tight laws in Cð½0;T�Þ then����

ð�
0
Jd dRd

����
T

 0:

This is so since jRdjT 0 by (d), jjRdjjðTÞ is tight by (e) and Jd, being tight in
Cð½0;T�Þ, can be uniformly approximated by step processes.
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VI. The follownig equality holds

Ð t
0 xdi � ydi
� �

rij xdð Þ d Md
j �Nd

j

� �
¼
Xm
k¼1

ðt
0
rij x

dð Þrik yd
� �

dhMd
j �Nd

j ;N
d
k i

þ
Xm
k¼1

ðt
0

xdi �ydi

� �
r0rð Þijk xdð Þ þ rij x

dð Þrik xdð Þ
h i

dAd
jk þ Kd

ij tð Þ
(7.3)

where

Ad
ij tð Þ ¼

ðt
0

Nd
i �Md

i

� �
d Md

b

� �
j
þ hNd

i �Md
i ;M

d
j i tð Þ and E

d jKdj2vd � CEd jMd�Ndj2vd ;

the constant C here not depending on d. To prove this, apply the Itô integration-by-
parts formula to the product of the semimartingales xdi �ydi ; r

l
ijðxdÞ and Md

j �Nd
j , and let

l ! 1, using local boundedness of b, r, r0 and r00. Realize that E
d jKdj2vd ! 0

as d ! 1.

VII. Defining

wd tð Þ ¼
Xm
j¼1

Xm
k¼1

ðt
0

Xd
i¼1

xdi � ydi

� �
r0rð Þijk xdð Þ þ rrð Þjk xdð Þ

" #
dRd

jk;

we have that jwdjvd � C by the definition of vd, where C does not depend on d, and
jwdjvd 0 by (IV) and (V). In particular, Edjwdj2vd ! 0 as d ! 1.

VIII. Let us define the processes

Sd tð Þ ¼ t�vdð Þ þ hNdi t�vdð Þ þ jjNd
bjj t�vdð Þ; zd tð Þ ¼ jxd t�vdð Þ�yd t�vdð Þj2

Ud tð Þ ¼ 2
Ð t � vd

0 xd�yd
� �

r xdð Þ�r xdð Þ½ � dNd
m; z

d;a tð Þ ¼ zd tð Þ1 zd 0ð Þ�a½ �:

By the Itô formula and the hypotheses (H0) and (H1), we get for every t � 0 that

jzd;ajt � aþ 2jwdjvd þ CjKdjvd þ C
ðt
0
jzd;ajs dSd sð Þ þ 1 zd 0ð Þ�a½ �jUdjt

hence

E
djzd;aj2sd � cEd a2 þ jwdj2vd þ jKdj2vd

h i
þ cEd

ðsd
0
jzd;aj2s dSd sð Þ

holds by the Burkholder-Davies-Gundy inequality for every finite stopping time sd,
whereas the constants c and C do not depend on d 2 N; a> 0 nor sd. So, by the sto-
chastic Gronwall inequality (see e.g. [3, Lemma 4]), we get

E
djzd;aj21 � jEd a2 þ jwdj2vd þ jKdj2vd

h i
for some j independent of d 2 N and a> 0. Thus, by the Chebyshev inequality,

P
d jxd�ydjvd � e
h i

� j
e2
E
d a2 þ jwdj2vd þ jKdj2vd
h i

þ P
d jxd 0ð Þ�yd 0ð Þj � ffiffiffi

a
p	 


which implies jxd�ydjvd 0 by (d), (VI) and (VII). In particular, jxd�ydjT 0 by (II).
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IX. Since jxd�ydjT is tight by (VIII), jxdjh1;T is tight by (II) and (III). w

8. Sufficient conditions for Theorem 7.1

Here we derive conditions that guarantee that the assumptions (d) and (e) in Theorem
7.1 are satisfied for suitable transformations of the Wiener process, introduced in [4].
In conformity with [3, 4], we let u : R ! ½0;1Þ be a smooth density supported in (0,
1) and we define udðtÞ ¼ duðdtÞ; d 2 N and

Cd tð Þ ¼ sign tð Þmin d; jtjf g; t 2 R:

If V is a scalar continuous adapted process, we extend it as V¼ 0 on ð�1; 0Þ and we
realize that Vd ¼ V  ud and Vd ¼ CdðVÞ  ud are smooth adapted processes vanishing
on ð�1; 0� and

j Vdð Þ0jt � ju0jL1 0;1ð Þdmin d; jVjt
� �

; t � 0:

Below, we revisit the estimates in [3, 4] to cover the exponential Besov–Orlicz spaces.
Towards this end, we fix T 2 ð0;1Þ.
Proposition 8.1. Let V be an adapted continuous process. Then DTðVdÞ � jðTÞDTðVÞ
for every d 2 N and jVd�VjT ! 0.

Proof. By Corollary 5.6, for every h 2 ½0;T�,
jjVd hþ �ð Þ�VdjjLU 0;T�h½ � � jjV hþ �ð Þ�VjjLU �1;T�hð � � j Tð Þh1=2DT Vð Þ:

Lemma 8.2. Let V be a standard Wiener process on ½0;T�. Then, for every d 2 N,

E

ðT
0
jV�Vdj4 dr � 3Td�2; E

ðT
0
j Vdð Þ0j4 dr � 3Td2juj4L2 0;1ð Þ:

Proof. We know that E jVðtÞ�VðsÞj4 ¼ 3jt�sj2 for every t; s 2 ½0;T�. So

E jV tð Þ�Vd tð Þj4 � E

ð1=d
0

jV tð Þ�V t�uð Þj4ud uð Þ du � 3d�2:

By the Itô formula, for every semimartingale Y starting from zero and for every
t � 0,

P Y  ud
� �0

tð Þ ¼
ðt
0
ud t � sð Þ dY sð Þ

" #
¼ 1 (8.1)

so, by the Itô formula applied on x 7! x4,

E j Vdð Þ0 tð Þj4 � 3
ðt
0
ud t�sð Þ
	 
2

ds

 !2

� 3d2juj4L2 0;1ð Þ: w
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Proposition 8.3. Let V and J be standard Wiener processes on ½0;T�. Then

E DT

ð�
0
jV � Vdj djjJdjj

� �� �2
� CT;u

Proof. Using the Cauchy-Schwarz inequality, we get thatðtþh

t
jV�Vdjj Jdð Þ0j dr � h1=2jjV�VdjjL4 0;Tð Þjj Jdð Þ0jjL4 0;Tð Þ

for every 0 � h � T and 0 � t � T�h so, by Lemma 8.2,

E DT

ð�
0
jV � Vdj djjJdjj

� �� �2
� CT jjujj2L2 0;1ð Þ:

Now Vd ¼ Vd and Jd ¼ Jd on the set ½jVjT�jJjT � d�, whereas, on its complement,ðtþh

t
jV�Vdjj Jd

� �0j dr � 2hdjju0jjL1 0;1ð ÞjVjT jJjT � 2hjju0jjL1 0;1ð Þ jVjT�jJjT
	 
3

for every 0 � h � T and 0 � t � T�h. w

Proposition 8.4. Let V and J be standard Wiener processes on ½0;T�. Then

lim
d!1

Ej
ð�
0
V � Vdð Þ dJd � 1

2
hV; Jij2T ¼ 0:

Proof. See [4, Lemma 3 (3)]. w

9. Proof of the main result

We devide the proof to four steps, the last two being within the framework of [2, 4].

1. DTðXÞ<1 a.s. and DTðxwÞ<1 for every w 2 X by Equation 4.1, (4.2).
2. If t 2 ð0;T� and wl;w 2 X satisfy

Ð t
0 jwl�wj ds ! 0 as l ! 1 then jxwl�xwjt !

0 by (H0) and (H1). In particular, the trace space ff j½0;t� : f 2 Xg equipped with
the L1ð0; tÞ-norm is a separable normed space and the assignment X t ! R

d :
f j½0;t� 7! xf is well-defined (by uniqueness of the equation in (H2)), continuous,
hence Borel measurable. For if Z is an adapted process with paths in X then
xZðtÞ is also an adapted process.

3. We follow [2, 4] in the rest of the proof. Set P
d ¼ P;Md

i ¼ CdðWiÞ  ud as in
Section 8, Nd

i ¼ Wi; xd ¼ xðM
dÞ0 and yd ¼ X for d 2 N. The omega-wise defined

process xd is ðFtÞ-adapted by (2). By the results of Section 8, the assumptions
of Theorem 7.1 are satisfied and so dYðxd;XÞ ! 0 in probability by Corollary
7.2. Since paths of xd belong to S, paths of X belong to the closure of S in Y
a.s. by the Portmanteau theorem.

4. For the converse, we also follow [2, 4]. For let w 2 X and define W¼ 0 on
ð�1; 0Þ. Unique solutions to

Zd
i ¼ Wi�wi þ Cd Zd

i

� �
 ud; Zd

i ¼ 0 on �1; 0ð �; 1 � i � m (9.1)
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can be constructed omega-wise on ð�1;T� by Picard iterations1 that converge uni-
formly on ð�1;T�, hence the solutions Zd

i are continuous and ðFtÞ-adapted. We
define

Yd ¼
ð�
0
Od½ �0 dW; Ld ¼ exp Yd Tð Þ � 1

2
hYdi Tð Þ

 �

where every derivative of Od
i :¼ wi�CdðZd

i Þ  ud is uniformly bounded. The
Novikov condition is satisfied for Yd at T, hence ELd ¼ 1 and we define dPd :¼
Ld dP for which Zd is an ððFtÞ;PdÞ-Wiener process on ½0;T� by the Girsanov the-
orem. We set Md ¼ W;Nd ¼ w; xd ¼ X; yd ¼ xw and consider the probability meas-
ures fPdgd2N under which Md

m ¼ Zd and Md
b ¼ Od. Using the results of Section 8,

we check that the assumptions of Theorem 7.1 are satisfied and so dYðxw;XÞ 0 by
Corollary 7.2. Since P

d and P are equivalent, this means that P ½dYðX; xwÞ< e�> 0
for every e> 0. If K is a closed set in Y such that P ½X 2 K� ¼ 1 then xw 2 K,
which is what we needed to prove.

Note

1. Since paths of Wi and wi are bounded on ½0;T�, one can consider a suitable a> 0 and the
complete norm supt�T e�atjf ðtÞj for f bounded, continuous and null on ð�1; 0�, and apply the
Banach fixed point theorem.
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