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Abstract. We analyze a term penalizing surface self-penetration,
as a soft constraint for models of hyperelastic materials to approxi-
mate the Ciarlet-Nečas condition (almost everywhere global invert-
ibility of deformations). For a linear elastic energy subject to an
additional local invertibility constraint, we prove that the penal-
ized elastic functionals converge to the original functional subject
to the Ciarlet-Nečas condition. The approach also works for non-
linear models of non-simple materials including a suitable higher
order term in the elastic energy, without artificial local constraints.
Numerical experiments illustrate our results for a self-contact prob-
lem in 3d.

1. Introduction

This article is a follow-up of [34], contributing to an ongoing effort of
obtaining a mathematically rigorous computational approach for ob-
taining steady states or global energy minimizers in models of elastic
solids (for general background, see [49, 16, 4], e.g.) featuring a global
non-penetration constraint reflecting non-interpenetrability of matter.
Here, we consider an approximation scheme “rigorous” if its solutions
can be proved to converge in some sense to a solution of the original
constrained problem. As we intend to focus on large deformations, we
naturally have to study problems of self-contact (frictionless, which is
the most simple case). Such problems are always inherently nonconvex,
even if a linear elastic model is used for the local response of the mate-
rial to stresses. As a consequence, many techniques developed for rigid
substrate contact problems, including a formulation of the problem as
a variational inequality, fail. Even models for one-dimensional rods in
2d already encounter some subtleties [35]. Moreover, results related
to Lagrange multiplier theory are only available for elastic models of
non-simple materials which offer higher order regularity [46, 45]. The
study of critical points is therefore largely out of reach on the analytical
level, and we are left with the more accessible theory for global energy

Date: May 24, 2023.
Key words and phrases. Elasticity, global injectivity and self-contact, locking

constraints, nonsimple materials, Ciarlet-Nečas-condition, approximation.
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minimizers as pioneered by Ball for hyperelasticity [6]. On the level
of numerical convergence results, we have to handle the possibility of
non-uniqueness of solutions, and as a consequence, convergence to one
of them can typically only be ensured for suitable subsequences of the
approximate solutions. As we are in a variational framework, we will
take advantage of the language of De Giogi’s Γ-convergence to express
this, cf. Remark 3.12 (or the slightly stronger Mosco-convergence).

On the level of the model, a non-penetration constraint translates to
global injectivity of the deformation map y : Ω → Rd mapping the
“reference configuration” Ω ⊂ Rd to the deformed state (typically in
dimension d = 3). In suitable spaces of orientation preserving defor-
mations, almost everywhere global injectivity of y is equivalent to the
well-known Ciarlet-Nečas condition [17]∫

Ω

|det(∇y)| dx ≤ |y(Ω)| . (1.1)

As no rigorous and computationally feasible projection onto the con-
straint (1.1) is known, we approach it with a penalty method, roughly
following [34]. For a class of nonlinear elastic models leading to defor-
mations of bounded distortion, major progress has recently been made
in [33], which uses a completely different penalty term which allows suc-
cessful convergence analysis without any additional local constraints or
higher order regularity as in [34].

In this paper, we will follow a more practically-minded path, combining
a new penalty term supported only on the boundary (or the piece
where expected contact) with a linear elastic model. It is introduced
and analyzed in Section 2. One important feature of our penalty is
that like its bulk variant in [34], it can fully prevent interpenetration
as shown in Corollary 2.3. Its convergence in combination with elastic
energies, also discretized, is discussed in Section 3. Compared to [34],
restricting the penalization to the boundary allows a major reduction
of computational cost, effectively reducing the dimension by two, as
our penalty term is a nonlocal double integral. Here, notice that some
degree of nonlocality is unavoidable – it simply reflects the nonlocal
nature of global injectivity.

Of course, our choice of a linear elastic model is largely arbitrary. In
fact, our analysis does not even exploit it beyond the fact that it avoids
the determinant singularity of fully nonlinearly elastic energy densities.
We prefer it as the main example here because we believe that linear
elastic models are used in the vast majority of practical computations,
especially in 3d, simply due to their much lower computational cost.
Besides, in our concrete numerical experiments, this means that the
performance gain from a more efficient interpenetration penalty be-
comes much more noticable.
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Using a linear elastic model comes with the caveat that by itself, it is
unable to enforce locally orientation preserving deformations, and so
we have to supplement it with a local1 locking-type constraint (3.6)
which implies a local bi-Lipschitz property and thus prevents local loss
of injectivity. As explained in greater detail in Subsection 3.2, we do
not expect this local constraint to represent actual material properties;
instead, our philosophy here is that if (3.6) (with generously chosen
constants) is violated or active, deformation gradients deviate so far
from the identity that the linear elastic model is too poor an approxi-
mation of reality, anyway. In particular, we do not try to enforce (3.6)
in our numerical experiments, although it can be checked a posteri-
ori. It mainly serves as a restriction necessary so that our convergence
analysis is valid, see Theorem 2.1 and our main theoretical result, The-
orem 3.5. At the same time, as further discussed below, it avoids a
Lavrentiev phenomenon in context of finite element approximations.
For comparison with [34], we also provide a convergence result fea-
turing a nonlinear elastic energy for non-simple materials involving
higher order derivatives, see Theorem 3.9. By results of [28, 34], this
regularized energy implicitly enforces a local bi-Lipschitz property of
deformations (3.7) acting as a suitable replacement for (3.6).

To keep technicalities to a minimum, the theoretical part does not in-
volve partial Dirichlet boundary conditions or force terms, although
typical examples of the latter are trivial to add. This is further dis-
cussed in Subsection 3.4.

We also point out that there is a rather straightforward and rigorous
way to obtain a penalty term directly based on (1.1), see for instance
[40]:

Epenalty
ε (y) :=

1

ε

(∫
Ω

|det(∇y)| dx− |y(Ω)|
)
, with ε > 0 small.

This approach seems to have major computational disadvantages how-
ever, including a very high computational cost and a non-smooth char-
acter. We are not aware of any practical implementation of it. In
addition, unlike our penalty terms, it vanishes on all injective defor-
mations and thus always leads to a little bit of interpenetration in
computations if the approximated solution is in self-contact with non-
vanishing surface contact forces. In particular, it probably cannot be
generalized at all to a more efficient boundary variant, cf. Remark 2.4.

Apart from that, there are already many numerical approaches based
on heuristical arguments, emphasizing performance but lacking a proof
of convergence, see for instance [47, 2, 14, 23]. There also is a rich lit-
erature for energy terms with self-repulsive properties for curves or

1actually, it is slightly nonlocal, but with arbitrarily short range
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surfaces, including numerical results, see e.g. [11, 9, 10, 13, 50]. These
typically require higher regularity though, at least C1 which is more
than we want to impose here, as this can collide with a possible Lavren-
tiev phenomenon [26].

Generally, numerical approximation in the presence of constraints re-
lated to local invertibility or orientation preservation has to handled
with care to avoid possible Lavrentiev phenomenona or related issues
[43, 5]. In fact, even the density of finite element spaces in sets of ad-
missible orientation-preserving deformations with finite energy is often
nontrivial, as illustrated by the still open Ball-Evans problem [8]. We
also refer to [21, 22, 31] for some results in dimension d = 2 and to [15]
for a counterexample in Sobolev spaces with low integrability. To jus-
tify our assumptions in Theorem 3.5 in this regard, we explicitly show
the existence of almost conforming finite elements for our constrained
linear elastic model in Proposition 3.17. In fact, this is the reason for
using the constraint (3.6) instead of a straightforward local bi-Lipschitz
property like (3.7).

Our practical numerical experiments are presented in Section 4. There,
we heavily exploit the linear elastic model using a Schur complement
method, effectively pre-solving the linear elastic problem in the inte-
rior to transform the whole problem to one exclusively depending on
boundary nodes. In practice, we can even use a prescribed subset of
“non-penetration” boundary nodes, if we restrict the penalty energy to
the the associated boundary part. In this way, a priori intuition about
the expected contact set can be exploited to further reduce the cost of
the computation.

2. Penalization terms for the Ciarlet-Nečas condition

The basic idea of a penalty method in variational context is to replace
a given constraint by an additional “penalization” term in the energy.
This term should roughly approximate a functional that vanishes where
the constraint holds while it is infinite elsewhere. For asymptotics,
it is natural to have this approximation governed by a penalization
parameter, ε > 0 below, where ε = 0 at least formally corresponds to
the case where the original constraint is again perfectly enforced.

Before we introduce a new penalization term E∂Ω
ε for the Ciarlet-Nečas

condition acting only of the surface, let us recall the bulk version in-
troduced in [34] which serves as a role model. It is given as follows:

ECN
ε (y) :=

1

εβ

∫
Ω

dCN
ε,y (x) dx with

dCN
ε,y (x) :=

∫
Ω

1

εd

[
g(|x̃− x|)− g

( |y(x̃)− y(x)|
ε

)]+
dx̃,

(2.1)



SURFACE PENALIZATION OF SELF-INTERPENETRATION 5

where [a]+ := max{0, a} denotes the positive part, β > 0 is a constant
and

g : [0,∞) → [0,∞) is a continuous,

strictly increasing function with g(0) = 0.
(2.2)

For locally bi-Lipschitz deformations y, as ε → 0, ECN
ε (y) converges to

zero whenever y satisfies the Ciarlet-Nečas condition (1.1) and is out
of self-contact, and to +∞ if (1.1) is violated. Borderline cases with
self-contact are more subtle but also lead to the correct limit if y is
replaced by an appropriate approximating sequence (a suitable recovery
sequence in the spirit of Gamma convergence). For more details see [34,
Thm. 3.3 and Thm. 4.6].

One of the disadvantages of ECN
ε is its nonlocal nature and the ensuing

computational complexity for numerical evaluation: Typically, a single
evaluation of the double integral has a cost of the order of h−2d ele-
mentary operations, where h is the grid size and d the dimension of the
reference configuration Ω. While it is clear that the nonlocal nature of
global invertibility will also be reflected in any associated penalty term,
the computational cost can be reduced if we work with integration over
the boundary ∂Ω instead of the full domain, effectively decreasing the
dimension.

As we will show, this is possible while retaining the main effect of the
penalty term, using the following surface variant:

E∂Ω
ε (y) :=

1

εβ

∫
∂Ω

d∂Ωε,y(x) dHd−1(x) with

d∂Ωε,y(x) :=

∫
∂Ω

1

εd−1
P

(
g(|x̃− x|)− g

( |y(x̃)− y(x)|
ε

))
dHd−1(x̃),

(2.3)

where β > 0, g satisfies (2.2) as before, Hd−1 denotes the (d − 1)-
dimensional Hausdorff measure (the surface measure) and P is an ap-
proximation of the positive part [·]+ in the sense that

P : R → [0,∞) is continuous with [t− 1]+ ≤ P (t) ≤ [t]+,

and P (t) > 0 for t > 0.
(2.4)

In practice, we choose P and g as smooth approximations of the map
t 7→ [t]+.

Illustrations of dCN
ε,y and d∂Ωε,y for a 2d deformation with self-penetration

are given in Figure 1 and were generated by the complementary code
of [34] .

2.1. Analytic investigation of the penalty term. We now analyze
the behavior of E∂Ω

ε as ε → 0.
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(a) Undeformed domain.

(b) Density dCN
ε,y (x) for ϵ = 1/2.

(c) Density d∂Ωε,y(x) for ϵ = 1/2.

(d) Deformed domain.

(e) Density dCN
ε,y (x) for ϵ = 1/4.

(f) Density d∂Ωε,y(x) for ϵ = 1/4.

Figure 1. Pincers domain under given deformation.

Theorem 2.1 (Asymptotics of the surface penalty term (2.3)).
Let Ω ⊂ Rd be a bounded Lipschitz domain, let E∂Ω

ε be the functional
defined in (2.3) with β > 0, let g satisfy (2.2) and P satisfy (2.4).
Moreover, suppose that y ∈ C0(∂Ω;Rd) is locally bi-Lipschitz in the
sense that

l |x1 − x2| ≤ |y(x1)− y(x2)| ≤ L |x1 − x2|
for all x1, x2 ∈ ∂Ω with |x1 − x2| < ϱ,

(2.5)

with some constants ϱ, l, L > 0. Finally, for s ≥ 0, define the set

Py(s) :=
{
x ∈ ∂Ω

∣∣∃x̃ ∈ ∂Ω : |y(x)− y(x̃)| ≤ s and |x− x̃| > ϱ
2

}
.

Then there exist constants r, R, a, A, ε̄ > 0 only depending on d, Ω, ϱ,
l, L, P and g such that

aHd−1(Py(rε)) ≤ εβE∂Ω
ε (y) ≤ AHd−1(Py(Rε)) (2.6)

every 0 < ε ≤ ε̄.
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Remark 2.2. As a consequence of (2.5),

Py(0) = {x ∈ ∂Ω | #y−1(y(x)) > 1},
i.e., it is precisely the set where y|∂Ω fails to be injective.

Proof of Theorem 2.1. In essence, the proof is analogous to the one
of [34, Theorem 3.3]. We here present it self-contained for the reader’s
convenience.

The crucial quantity to study is the (rescaled) density of the penalty
term given by

Jy,ε(x) := εd−1d∂Ωε,y(x)

=

∫
∂Ω

P

(
g(|x̃− x|)− g

( |y(x̃)− y(x)|
ε

))
dHd−1(x̃).

Due to the properties of g and P required in (2.2) and (2.4), for given
x ∈ ∂Ω, Jy,ε(x) gives a non-zero contribution if and only if there is a
point x̃ such that

ε |x̃− x| > |y(x̃)− y(x)| . (2.7)

(By (2.5), this automatically means there is a set of positive measure
of such points.) Due to the lower bound in (2.5), if ε is small enough,
(2.7) never happens locally with |x̃− x| < ϱ.

Lower bound in (2.6): Defining a small enough constant r based on
the constants appearing in (2.5), more precisely,

r := min
{

ϱ
4
, 1
}
,

the lower bound in (2.6) relies on the following observation: If x ∈
Py(rε) and x̃0 is an admissible choice in the definition of Py(rε), i.e.,

|x− x̃0| >
ϱ

2
and |y(x)− y(x̃0)| ≤ rε, (2.8)

then (2.7) holds, |x− x̃0| ≥ ϱ and for x̃ = x̃0,

g(|x̃− x|)− g
( |y(x̃)− y(x)|

ε

)
≥ cϱ > 0, (2.9)

with cϱ := g
(
ϱ
)
− g

(
ϱ
4

)
. In fact, to obtain (2.9) it is enough if r is

replaced by the bigger constant ϱ
4
in (2.8). Combining this with (2.5),

we see that for the smaller constant c̃ϱ := g
(
3
4
ϱ
)
− g

(
ϱ
2

)
, the set

G(x) = G(x, x̃0) :=
{
x̃ ∈ ∂Ω ∩B ϱ

4
(x̃0)

∣∣∣ (2.9) holds with c̃ϱ

}
contains all x̃ ∈ ∂Ω with |x̃− x̃0| < r

L+1
ε (as long as r

L+1
ε ≤ ϱ). Since

∂Ω is Lipschitz, this implies that G(x) has a (d− 1)-dimensional mea-
sure of the order of εd−1 (or more) for small enough ε, independently
of x and the choice of x̃0. By (2.9) and (2.4), we conclude that for all
x ∈ Py(rε), ε

−(d−1)Jy,ε(x) is bounded from below by a fixed constant,
which gives the lower bound in (2.6).
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Upper bound in (2.6): We exploit that the integrand of Jy,ε(x) is
always bounded from above:

g(|x̃− x|)− g
( |y(x̃)− y(x)|

ε

)
≤ g(|x̃− x|) ≤ g(diamΩ),

where diamΩ := supx1,x2∈Ω |x1 − x2|.
The integrand of Jy,ε(x) vanishes if (2.7) does not hold, in particular
if ε < l and |x̃− x| < ϱ due to lower bound in (2.5). Hence, we obtain
that

Jy,ε(x) ≤ C1Hd−1(Qy(ε, x)) (2.10)

with

Qy(ε, x) :=
{
x̃ ∈ ∂Ω

∣∣∣ |y(x̃)− y(x)| < ε diamΩ and |x̃− x| ≥ ϱ

2

}
and the constant C1 := sup0≤t≤g(diamΩ) P (t). As another consequence
of the lower bound in (2.5), we know that for each x̃ ∈ Qy(ε, ϱ, x),

z /∈ Qy(ε, x) for all z ∈ ∂Ω with ϱ ≥ |z − x̃| ≥ 2 diamΩ

l
ε.

This means that Qy(ε, x) can be covered by a finite number (depending
only on ϱ and Ω) of balls of radius 2 diamΩ

l
ε. Consequently,

Hd−1
(
Qy

(
ε, x

))
≤ C2ε

d−1,

where the constant C2 = C2(ϱ, l,Ω) > 0 also compensates the fact the
∂Ω locally is Lipschitz but not necessarily flat. With R := diamΩ and
A := C1C2 > 0, we conclude that

AHd−1(Py(Rε)) =

∫
{x∈∂Ω |Qy(ε,x)̸=∅}

C1C2 dHd−1(x)

≥
∫
∂Ω

C1

εd−1
Hd−1

(
Qy(ε, x)

)
dHd−1(x).

Together with (2.10), this yields the upper bound in (2.6). □

The lower bound in (2.6) immediately implies that if a deformation y
has bounded energy including the penalty term for all small ε > 0, then
Hd−1(Py(0)) = 0. With a more refined argument, we can even obtain
that Py(0) = ∅, i.e., full invertibility of y|∂Ω, as long as β > d− 1:

Corollary 2.3 (Boundary invertibility for finite penalization). Suppose
that the assumptions of Theorem 2.1 hold and let C > 0. If β > d− 1
in (2.3), then there exists a constant 0 < ε̃ ≤ ε̄ which only depends on
β, C, d, Ω, ϱ, l, L and g, such that for all ε < ε̃ and all y ∈ C0(∂Ω;Rd)
satisfying (2.5),

E∂Ω
ε (y) ≤ C implies that y|∂Ω is injective. (2.11)
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Proof. Suppose that y|∂Ω is not injective. Then there is a pair of
points x1, x2 ∈ ∂Ω with x1 ̸= x2 and y(x1) = y(x2). Since y is lo-
cally bi-Lipschitz by (2.5), there are neighborhoods of each of these
two points in ∂Ω which are fully contained in Py(rε), and each neigh-
borhood locally covers ∂Ω around xi for a radius of the order of ε (or
more). The surface measure of such a neighborhood is therefore of the
order of εd−1 (or more). Hence, up to a positive multiplicative constant,
Hd−1(Py(rε)) ≥ εd−1. Due to the lower bound in (2.6), this contradicts
our given energy bound, the premise of (2.11). □

Remark 2.4. Unlike the bulk variant (2.1), (2.3) cannot be expected to
correctly reproduce global invertibility as a limiting condition as ε → 0
for all β > 0. Moreover, on the boundary, it is not helpful to have
global invertibility merely a.e.. Roughly speaking, this is related to the
same issue which prevents a straightforward modification of the Ciarlet-
Nečas condition (1.1) to surface integrals. Such a formally analogous
variant of (1.1) on the boundary is given by∫

∂Ω

[
det

(
n⊗ n+ (∇ty)

⊤∇ty
)] 1

2 dHd−1(x) = Hd−1
(
y(∂Ω)

)
, (2.12)

where ∇t denotes the tangential gradient, i.e., ∇ty = (∇y)Pt with the
orthogonal projection Pt = 1l−n⊗n onto the tangent space orthogonal
to the outer normal n. However, (2.12) only rules out self-intersections
of the boundary on (d−1)-dimensional sets, which is practically useless
because generic self-intersection on the boundary happens on sets of
dimension d−2, sets of measure zero with respect to the surface measure
Hd−1.

Theorem 2.1 also shows that the penalty term eventually vanishes for
deformations without self-contact on the boundary:

Corollary 2.5. In the situation of Theorem 2.1, let ε ≤ ε̄ and suppose
in addition that y is more than a distance of Rε away from any non-
local self-contact, i.e.,

|y(x1)− y(x2)| > Rε for all x1, x2 ∈ ∂Ω with |x1 − x2| > ϱ
2

(2.13)

with R = diamΩ. Then E∂Ω
ε (y) = 0.

Proof. This is a direct consequence of the upper bound in (2.6) and
the definition of Py(Rε): (2.13) implies that Py(Rε) = ∅. □

2.2. On the assumed local bi-Lipschitz property. For the preced-
ing analysis, deformations are only admissible if they satisfy the local
bi-Lipschitz property (2.5) on the boundary. While this does restrict
the applicability of our results, (2.5) can be justified in certain realistic
scenarios, in fact even the more restrictive (3.7) on all of Ω.

First, as explained below, one can study linear elastic models while
imposing (3.6) or (3.7) as a constraint, since both are stable under
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pointwise convergence of y. The drawback is that solutions obtained
in such a framework are clearly not physical if the constraint is ac-
tive. However, our theory does not require any particular choice for
the local bi-Lipschitz constants l, L, so that we can admit any fixed
deformation y which is not too far from the identity in W 1,∞. These
are the deformations for which a small strain (linear elastic) model is
most likely to provide decent approximations. Numerically, both can
be checked a posteriori relatively easily as long as boundary self-contact
is prevented, see Remark 4.5. Still, it would be nice to weaken (2.5)
if possible, because Linear Elasticity can be rigorously justified as a
Gamma-limit of suitable nonlinear models where the deformation gra-
dients are required to be close to the identity matrix only in, say, L2

[19, 1] (not in L∞ as suggested by (3.6)). For further related results
and a discussion of the case without Dirichlet boundary conditions see
Remark 3.11.

Secondly, for nonlinear elastic energies resisting extreme compression,
another justification of (3.7) can be found if suitable higher order terms
are included in the nonlinear elastic energy (non-simple materials): A
version of the Inverse Mapping Theorem, summarized in Lemma 2.7
below, then guarantees (3.7). For this argument, the extra regular-
ity of deformations provided by the second gradient term in Eε,σ in
Subsection 3.3 below, together with suitable properties of the nonlin-
ear elastic energy density, cf. (3.12) and (3.14), guarantees that in any
set of states with bounded energy, J := det∇y is uniformly positive,
bounded away from zero by a result of [28]:

Lemma 2.6 (cf. Lemma 4.1 in [28]). Let Ω ⊂ Rd be a bounded Lipschitz
domain, α > 0 and q ≥ d/α. Then for every C1, C2 > 0 there exists a
constant δ = δ(C1, C2,Ω, α, q, d) > 0 such that∫

Ω

J−q dx ≤ C1 implies that J ≥ δ > 0 on Ω

for any J ∈ Cα(Ω) with ∥J∥Cα(Ω) ≤ C2 and J > 0 a.e. in Ω.

In particular, if y ∈ W 2,s with s > d, we have that y ∈ C1,α by
embedding, where α = (s − d)/s. Consequently, J := det∇y ∈ Cα,
and we can apply Lemma 2.6 as long as q ≥ d/α = sd/(s − d), which
is assumed in (3.14). In this way, (2.14) in the following lemma can be
justified.

Lemma 2.7 (Lemma 3.6 in [34]). Let Ω ⊂ Rd be a bounded Lipschitz
domain with local Lipschitz constants bounded by a fixed LΩ > 0, let
α, δ,M1,M2 > 0 and let y ∈ C1,α(Ω;Rd) such that

det∇y ≥ δ > 0 and |∇y| ≤ M1 on Ω and ∥∇y∥Cα(Ω) ≤ M2. (2.14)

Then there exists a ϱ > 0 which only depends on δ,M1,M2, α and Ω
such that for every x̄ ∈ Rd, y is injective on Ω(x̄, ϱ

2
) := Bϱ/2(x̄) ∩ Ω.
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Moreover, y is bi-Lipschitz on Ω(x̄, ϱ
2
) for any x̄, i.e., y satisfies (3.7)

on Ω (and thus on Ω by continuity), where the constants l, L > 0 can
be explicitly chosen as

l :=
1

2

δ

Md−1
1

, L := M1

√
L2
Ω + 1.

2.3. From invertibility on the boundary to invertibility every-
where. It is not difficult to construct examples of deformations ex-
hibiting interior self-penetration while preserving invertibility at the
boundary. However, by a result of [32] generalizing [7] (see also [29]
for another recent extension), for topologically simple domains no such
example is possible in the class of locally orientation preserving defor-
mations. For the precise statement given in Theorem 2.9 below, we
recall the concept of deformations that are approximately invertible on
the boundary used in [32]:

Definition 2.8 (AIB). Let Ω ⊂ Rd be open and bounded, and y : Ω̄ →
Rd with y ∈ C(∂Ω;Rd). We say that y is approximately invertible on
the boundary, or, shortly, y ∈ AIB, if there exists a sequence (φk)k∈N ⊂
C(∂Ω;Rd) such that φk : ∂Ω → φk(∂Ω) is invertible for each k and
φk → y uniformly on ∂Ω.

Theorem 2.9 ([32, Corollary 6.5 and Remark 6.3]). Let Ω ⊂ Rd be
a bounded bounded Lipschitz domain such that Rd \ ∂Ω has exactly
two connected components. If p > d and y ∈ W 1,p(Ω;Rd) ∩ AIB with
det∇y > 0 a.e. in Ω, then y satisfies the Ciarlet-Nečas condition (1.1).

Remark 2.10. If Ω ⊂ Rd is a bounded Lipschitz domain, p > d and
(yk) ⊂ W 1,p(Ω;Rd) is a bounded sequence, we automatically have that
yk ∈ C(Ω̄;Rd) by embedding. If, in addition, φk := yk|∂Ω is invertible
for each k, for example due to a bound on the surface penalty term as
in Corollary 2.3, then any limit y of a subsequence weakly converging
in W 1,p belongs to AIB.

Remark 2.11. A variant of Theorem 2.9, only valid for piecewise affine
maps on a tetrahedral mesh which are invertible on the boundary, is
given by [2, Thm. 3]. An important step in its proof, namely the calcu-
lation of the global degree of the deformation map, is not well explained
in [2], though. In the more general framework of Theorem 2.9, the ad-
ditional topological assumption on the reference configuration Ω (M in
[2]) plays a crucial role at exactly this point (cf. [32, Thm. 4.2 and Ap-
pendix B]), in combination with the orientation preserving property of
the full deformation (not just on the boundary). In particular, for the
results of [32] it is not enough to have the deformed boundary y(∂Ω)
(Ψ(∂M) in [2]) coincide with the boundary of some domain (in fact,
the latter does not even imply that the reference configuration is con-
nected). To what extent the restriction to piecewise affine maps can
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be exploited to avoid topological assumptions on the reference config-
uration is not clear to us from the proof in [2].

3. Convergence of energies

We will show here that in the limit as the penalty parameter ε converges
to zero, elastic energies augmented with the surface penalty term will
reproduce the original energy with global injectivity added as a con-
straint in form of the Ciarlet-Nečas condition (1.1). As mentioned
before, due to the assumptions of Theorem 2.1, our analysis is lim-
ited to cases where deformations are known to be locally bi-Lipschitz.
We discuss two such scenarios below, first tailored to linear elastic
energies subject to a local constraint (Theorem 3.5), and then to an
unconstrained nonlinear elastic energy containing a regularizing term
of higher order (Theorem 3.9).

3.1. Auxiliary results: domain shrinking. In both scenarios, we
will need the following two technical lemmas which were also implicitly
used in [34] and play a similar role in [33]. For the proofs of the
theorems below, the case Γ = ∅ in Lemma 3.1 and Lemma 3.2 is
enough, but we prefer to present a slightly more general version here
which is designed to handle additional Dirichlet boundary conditions
on Γ, cf. Remark 3.10.

Lemma 3.1 (domain shrinking). Let Ω ⊂ Rd be a bounded Lips-
chitz domain, and Γ ⊂ ∂Ω a closed set. Then there exist a decreas-
ing sequence of closed sets Γj with Γ ⊂ Γj+1 ⊂ Γj ⊂ ∂Ω such that⋂

j∈N Γj = Γ and a sequence of C∞-diffeomorphisms

Ψj : Ω → Ψj(Ω) ⊂⊂ Ω ∪ Γj with Ψj|Γ = id |Γ
such that as j → ∞, Ψj → id in Cm(Ω;Rd) for all m ∈ N. If Γ = ∅,
we may choose Γj = ∅, too.

Lemma 3.2 (composition with domain shrinking is continuous).
Let Ω ⊂ Rd be a bounded Lipschitz domain, k ∈ N0, 1 ≤ p < ∞ and
f ∈ W k,p(Ω;Rn). With the maps Ψj of Lemma 3.1, we then have that
f ◦Ψj → f in W k,p(Ω;Rn).

Proof of Lemma 3.1. If Ω is strictly star-shaped with respect to a
point x0 ∈ Ω and Γ = ∅, one may take Ψj(x) := x0 +

j−1
j
(x− x0). For

the general case, we combine local constructions near the boundary
using a smooth decomposition of unity: First, choose functions

ηi ∈ C∞(Rd; [0, 1]) such that ηi(x) =

{
0 if x ∈ Γ,

1 if dist (x; Γ) ≥ 1
i
,

(with the understanding that ηi ≡ 1 if Γ = ∅) and define

Γi := {x ∈ ∂Ω | ηn(x) = 0 for n = 1, . . . , i} .
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e

Q ∂Ω

Γ

Ψ̂j(Ω;Q)

Figure 2. Locally shrinking Ω with factor j−1
j

= 4
5
.

If, locally in some open cube Q, Ω is a Lipschitz subgraph, i.e.,

Ω ∩Q = {x ∈ Q | x · e < f(x′)} and ∂Ω ∩Q = {x′ + ef(x′) | x ∈ Q},
where e is a unit vector orthogonal to one of the faces of Q, x′ :=
x − (x · e)e and f is a real-valued Lipschitz function, we define for
x ∈ Q

Ψ̂j(x;Q) := (1− ηi(j)(x))x+ ηi(j)(x)
(
x′ + α0e+

j − 1

j
(e · x− α0)e

)
,

where α0 := inf
x∈Q

e · x and i(j) ∈ N will be fixed later.

Notice that Ψ̂j(·;Q) keeps Γ fixed, but as soon as as we are more than
1

i(j)
away from Γ, it pulls the local boundary piece ∂Ω ∩Q “down” (in

direction −e) into the original domain while leaving the “lower” face
of Q fixed.

Clearly, Ψ̂j(·;Q) is of class C∞ on Q. Moreover, we can choose i(j) →
∞ as j → ∞, slowly enough so that still

∥∥∇mηi(j)
∥∥
L∞ ≤ C(m)j

1
2 ,

for each j,m ∈ N with constants C(m) > 0 independent of j. Thus∣∣1− j−1
j

∣∣ ∥∥∇mηi(j)
∥∥
L∞ ≤ C(m)j−

1
2 → 0 as j → ∞, for each m, and as a

consequence, we obtain that Ψ̂j(·;Q) → id |Q in Cm. Since ∂Ω can be
covered by finitely many such cubes, we can write Ω ⊂ Q0 ∪

⋃n
k=1Qk

with some open interior set Q0 ⊂⊂ Ω. For a smooth decomposition of
unity 1 =

∑n
k=0 φk subordinate to this covering of Ω (i.e., φk smooth,

non-negative and compactly supported in Qk),

Ψj(x) := φ0(x)x+
n∑

k=1

φk(x)Ψ̂j(x;Qk)



14 STEFAN KRÖMER AND JAN VALDMAN

now has the asserted properties, with Γj := Γi(j). □

Proof of Lemma 3.2. We only provide a proof for the case k = 1,
which will include the argument for k = 0. For k ≥ 2, the assertion
follows inductively. It suffices to show that as j → ∞, ∂n[f◦Ψj−f ] → 0
in Lp, for each partial derivative ∂n, n = 1, . . . , d. By the chain rule,

∂n[f ◦Ψj − f ] = [(∇f) ◦Ψj]∂nΨj − ∂nf

=
(
[(∇f) ◦Ψj]∂nΨj − (∂nf) ◦Ψj

)
+
(
(∂nf) ◦Ψj − ∂nf

) (3.1)

The first term above converges to zero in Lp since (∇f)en = ∂nf for the
n-th unit vector en, and ∂nΨj → ∂n id = en uniformly. The convergence
of the second term correspond to our assertion for the case k = 0, with
f̃ := ∂nf ∈ Lp. It can be proved in the same way as the well-known
continuity of the shift in Lp: If f̃ is smooth and can be extended to a
smooth function on Rd, we have

∥f̃ ◦Ψj − f̃∥Lp(Ω;Rd) ≤ ∥∇f̃∥L∞(Rd;Rd×d) ∥Ψj − id∥Lp(Ω;Rd) −→j→∞
0.

(3.2)

The general case follows by approximation of f̃ in Lp with such smooth
functions, by first extending f̃ by zero to all of Rd, and then mollify-
ing. Here, notice that for the mollified function, ∥∇f̃∥L∞ in (3.2) is
unbounded in general as a function of the mollification parameter, but
one can always choose the latter to converge slow enough with respect
to j so that (3.2) still holds. □

3.2. Linear elasticity with a constraint guaranteeing local in-
vertibility. Linear elasticity, a very popular model due to its compu-
tational efficiency, constitutes a standard quadratic approximation of
nonlinear elastic energies for the case where ∇y is close to the identity
matrix I. Still, this potentially allows y to deviate from the identity
quite a lot, depending on the size of the reference domain Ω, so that
a global self-contact problem remains meaningful. In this model, we
work with an elastic part of the energy of the form

Eel
lin(y) =

∫
Ω

Q(∇y) dx. (3.3)

The prototypical example for the density Q is a quadratic function

Q(∇y) = µ |e|2 + (λ/2) tr2(e) (3.4)

of the symmetrized small strain tensor

e =
1

2
[(∇y − I)⊤ + (∇y − I)]

with the Lamé material parameters

µ > 0 and λ > −2

d
µ. (3.5)
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In particular, Q as given in (3.4) is strictly convex in e for precisely the
range of λ, µ stated above, and the existence and uniqueness of solu-
tions (minimizers or critical points) is guaranteed for suitable boundary
conditions and added linear potentials corresponding to external forces,
essentially using Korn’s inequality [44]. WhileQ as defined above corre-
sponds to an isotropic material, we could just as well allow anisotropic
cases. For instance, Q can be also be chosen as any symmetric qua-
dratic form which is a strictly convex function of e. In fact, we do not
even need that Q is quadratic, (3.10) below suffices.

This model is well understood, see, e.g., [16, Sec. 6.3] for the case
d = 3, and asymptotically justified as a limit of nonlinear elasticity
[19], provided that Dirichlet conditions are imposed on a part of the
boundary. Pure traction problems are also possible but more subtle,
see Remark 3.11. Note however that such asymptotic results does not
automatically provide insight on self-contact problems. In fact, it is not
hard to see that a constraint like the Ciarlet-Nečas condition would
simply vanish in the passage to a linearized limit model unless the
identity (or another rotation that we linearize at) is already in self-
contact. Concerning the latter, the only related result so far available
which rigorously justifies a linearized contact condition is given in [3]
and essentially limited to dimension 2. As we intend to look at scenarios
where the deformation is not really asymptotically small, but just has
deformation gradients moderately close to the identity, we still aim to
reproduce global injectivity as a constraint, without trying to linearize
it.

An obvious issue of the model is that by itself, the linear elastic energy
Eel

lin does not enforce invertibility of the deformation y, neither locally
nor globally. We will therefore augment it with additional constraints
that prevent interpenetration of matter at least locally, to make sure
that the global self-contact problem remains meaningful and can be
tackled with penalization. More precisely, we will admit only locally
orientation preserving deformations (i.e., det∇y > 0 a.e. in Ω) also
satisfying the constraints

l |x2 − x1|2 ≤ (y(x2)− y(x1)) · (x2 − x1),

|y(x2)− y(x1)| ≤ L |x2 − x1| ,
for a.e. x1, x2 ∈ Ω with |x1 − x2| < ϱ,

(3.6)

where ϱ, l, L > 0 are given, fixed constants. In particular, (3.6) implies
that y is uniformly locally bi-Lipschitz:

l |x1 − x2| ≤ |y(x1)− y(x2)| ≤ L |x1 − x2|
for a.e. x1, x2 ∈ Ω with |x1 − x2| < ϱ.

(3.7)

Consequently, |∇y| ≤ L and |(∇y)−1| ≤ l−1 in operator norm, and for
locally orientation preserving deformations y, det∇y ≥ ld > 0. Our
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constraints thus contain the local invertibility constraint studied in [25]
as well as the locking constraints of [12]. Such invertibility properties of
∇y by themselves would not suffice for our purposes, however, because
they do not provide enough control near the boundary. By contrast,
(3.6) also prevents local self-intersections near the boundary that one
could otherwise create by closing outer angles. In a nonlinear elastic
settings, additional constraints like (3.6) can possibly be avoided as
shown in [33], based on the theory of functions of finite distortion [30].
However, it is doubtful whether the approach of [33] would work with
our penalty term here.

While further restrictions on l and L are not required for our theory
(as long as L > l so that some admissible y exist), for the model
it is reasonable to have l < 1 < L and close, while ϱ can be very
small. With this, (3.6) implies that ∇y cannot be too far from the
identity, with the distance controlled by l and L. From this point
of view, one can also consider (3.6) as a way to specify the range for
which we consider the linear elastic model an acceptable approximation
of the nonlinear case. Besides local invertibility, (3.6) also provides
additional regularity of deformations so that the pointwise definition
of det∇y is meaningful and the Ciarlet-Nečas condition (1.1) implies
global invertibility a.e.. The natural space W 1,2 would be too weak for
these purposes in dimension d ≥ 3. We refer to [27] for some results
with minimal requirements.

The full internal energy with an added nonlocal surface term penalizing
self-interpenetration on the boundary now reads

Eε(y) =

{
Eel

lin(y) + E∂Ω
ε (y) if y ∈ Y ,

+∞ else,

where for some fixed parameters ϱ, l, L > 0,

Y = Y(ϱ; l, L) :=
{
y ∈ W 1,2(Ω;Rd) | (3.6) holds

}
Notice that

Y ⊂ BiLip(Ω; ϱ; l, L) := {y ∈ W 1,2(Ω;Rd) | (3.7) holds},

Y ⊂ W 1,∞ and for all y ∈ Y , we automatically have that det∇y ≥ ld.

Below, we will also need the subset of Y where the constraint (3.6) is
inactive in the sense that it holds with slightly stronger constants, i.e,

Ŷ = Ŷ(ϱ; l, L) :=
⋃
t>1

Yt, where Yt := Y(ϱ; lt, L/t) ⊂ Y(ϱ; l, L).

We claim that as ε → 0, Eε converges in a suitable sense to

E(y) :=

{
Eel

lin(y) if y ∈ Y and (1.1) holds,

+∞ else,
(3.8)
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the original linear elastic energy with the Ciarlet-Nečas condition (1.1)
added as a constraint.

Remark 3.3. The set of admissible deformations Y is closed with re-
spect to weak convergence in W 1,2, see the proof of Theorem 3.5 (i)
below. It is therefore compatible with direct methods for the existence
of minimizers. In particular, E always has a minimizer obtained as a
W 1,2-weak limit of a minimizing sequence. Here, notice that since Y is
a bounded subset of W 1,∞ (possibly up to rigid translations that can
be removed, cf. Remark 3.16), neither additional coercivity properties
nor Korn’s inequality are needed. Moreover, W 1,2-weak convergence of
a sequence in Y automatically implies W 1,p-weak convergence for all
1 ≤ p < ∞. Using p > d, we see that the Ciarler-Nečas conditon (1.1)
is preserved in the limit, too [17].

Remark 3.4. From a purely theoretical perspective, we could also re-
place Y with the larger set of orientation preserving maps satisfying
the weaker condition (3.7), the only property we really exploit. How-
ever, (3.6) is better for numerical results because as we will see, it
admits (approximately) conforming finite elements. This seems to be
unclear for (3.7), where, as far as we known, it is unknown whether or
not a Lavrentiev phenomenon could occur in our context, at least in
dimension d ≥ 3. For d = 2, see [21] for a related approximation result.

As before, discrete Galerkin-type approximations can be included by
further restricting Eε. Let h > 0 (typically a mesh size) and let Yh be
an associated finite dimensional subspace of W 1,2(Ω;Rd) such that the
approximation error satisfies

Eh(y) := sup
τ>1

(
inf

yh∈Yh∩Y(ϱ;l̃/τ,L̃τ)
∥y − yh∥W 1,2

)
−→
h→0

0

for all l̃, L̃ with 0 < l < l̃ < L̃ ≤ L and all y ∈ Ỹ(ϱ; l̃, L̃).

(3.9)

In fact, it is enough to have the the above for (l̃, L̃) in a small neigh-
borhood of (l, L).

The corresponding finite dimensional approximation of Eε is defined
by

Eh
ε (y) :=

{
Eel

lin(y) + E∂Ω
ε (y) if y ∈ Yh ∩ Y ,

+∞ else,

In view of the rather strong restriction (3.7), we can actually work with
a much more general class of densities Q, not necessarily quadratic:

Q : Rd×d → R is continuous and quasiconvex. (3.10)

As a consequence of (3.10), y 7→ Eel
lin(y) =

∫
Ω
Q(x,∇y) dx is W 1,∞-

weak∗ sequentially lower semicontinuous (see [18, Theorem 8.4], e.g.),
and also W 1,p-strongly continuous on Y (or any other bounded subset
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of W 1,∞) for arbitrary 1 ≤ p < ∞. Concerning Eel
lin, this is all we will

need below.

Our main result is the following.

Theorem 3.5. Let Ω ⊂ Rd be a bounded Lipschitz domain such that
Rd \ ∂Ω has only two connected components, and let Eel

lin (see (3.3),

(3.10)), E∂Ω
ε (see (2.3), (2.2), (2.4)), Y, Ŷ, E and Eh

ε be given as
above. In addition, assume that (3.9) holds and that the constant β
in E∂Ω

ε satisfies β > d − 1. For every sequence (h(k), ε(k)) ∈ (0,∞)2,
k ∈ N, with h(k) → 0 and ε(k) → 0 as k → ∞, we then have the
following properties for all y ∈ W 1,2(Ω;Rd):

(i) For every sequence yk ⇀ y in W 1,2 (weakly),

lim inf
k→∞

E
h(k)
ε(k) (yk) ≥ E(y);

(ii)1 if y ∈ Ŷ or y does not satisfy (1.1), then there exists a sequence
yk → y in W 1,2 (strongly) such that

lim
k→∞

E
h(k)
ε(k) (yk) = E(y);

(ii)2 if y ∈ Y \ Ŷ and y satisfies (1.1), then for every τ > 1 there
exists a sequence yk ∈ Yh(k) with yk → y in W 1,2 (strongly),

yk ∈ Y(ϱ, l/τ, Lτ) and Eel
lin(yk) + E∂Ω

ε (yk) −→
k→∞

Eel
lin(y).

This also remains true for the case h = 0 if we define E0
ε := Eε, and

the assumption (3.9) can be dropped in this case.

Remark 3.6. Finite elements fully conforming with Y , i.e., (3.9) with
fixed τ = 1 instead of relaxing the constraint constants using τ > 1,
seem to be hard to obtain if not impossible. In Proposition 3.17 at
the end of this section, (3.9) is proved for piecewise affine elements on
simplicial meshes.

Remark 3.7. Theorem 3.5 (ii)2 is weaker than one might like, because
our construction only yields the constraint (3.6) for yk in slightly re-
laxed form, with constants modified by a factor τ > 1. As a conse-

quence, it is too weak to ensure finite E
h(k)
ε (yk). On the technical level,

we do not know how to handle the scenario where (1.1) holds with
self-contact on the surface while the deformation maximally stretches
and compresses locally nearby, say, one end forming a slim-necked peg
which, after deformation, is maximally compressed and stuck in a su-
perficial, maximally stretched opening somewhere else on the body. In
such an example, it is possible that Eε is infinite in a whole neighbor-
hood of y for all ε > 0, and the correct value of the limit functional at
such a y should read E(y) = +∞, not E(y) = Eel

lin(y) as we defined E.

Proof of Theorem 3.5. (i) “Lower bound”: Let yk ⇀ y be k →
∞, weakly in W 1,2. Passing to a subsequence if necessary, we may
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assume that e0 := lim inf E
h(k)
ε(k) (yk) is a limit. Moreover, we may assume

that e0 < ∞, because otherwise the asserted lower bound is trivial. As

a consequence, yk ∈ Y for all sufficiently large k, because E
h(k)
ε(k) = +∞

on W 1,2 \ Y . In particular, (yk) is bounded in W 1,∞ and we also have
that yk ⇀∗ y in W 1,∞. By compact embedding, again passing to a
subsequence if necessary, we have yk → y uniformly on Ω. In particular,
the limit y also satisfies (3.6), whence y ∈ Y .

WithK := e0+1, we also have that E
h(k)
σ,ε(k)(yk) ≤ K for all k sufficiently

large. As a consequence of this energy bound and the fact that Eel
lin is

bounded from below on Y , E∂Ω
ε(k)(yk) is bounded, so that yk is invert-

ible on ∂Ω by Corollary 2.3 for all large enough k. Hence, y ∈ AIB
(cf. Definition 2.8 and Remark 2.10) and y satisfies the Ciarlet-Nečas
condition (1.1) due to Theorem 2.9. As Eel

lin is weakly∗ sequentially
lower semicontinuous in W 1,∞, we infer that

lim inf E
h(k)
ε(k) (yk) ≥ lim inf Eel

lin(yk) ≥ Eel
lin(y) = E(y).

(ii)1 recovery sequence for inactive constraint: If (1.1) does not
hold, we may choose yk ≡ y. Otherwise, y : Ω → y(Ω) is a homeo-
morphism, as a locally bi-Lipschitz map satisfying (1.1). To obtain an
approximation of y with a controllable contribution in E∂Ω

ε(k), we first
create a small gap all around the boundary, using the smooth injective
maps Ψj : Ω̄ → Ω close to the identity from Lemma 3.1 which shrink the
Lipschitz domain Ω into itself. y◦Ψj fully avoids self-contact: y◦Ψj(Ω)
is compactly contained in the open set y(Ω) and y ◦ Ψj is still locally
bi-Lipschitz. In particular, E∂Ω

ε (y ◦Ψj) = 0 for all ε > 0 small enough
by Corollary 2.5. Moreover, y ∈ Y(ϱ; lt, L/t) for some t > 1, and thus

y ◦ Ψj ∈ Ŷ for all large enough j because Ψj → id in C1. In addition,
y ◦Ψj → y in W 1,2 by Lemma 3.2. For each j, we approximate y ◦Ψj

with suitable finite elements yj,k ∈ Yh(k) ∩ Ŷ according to (3.9). This
leads to a sequence yj,k ∈ Yh(k) ∩ Y such that as k → ∞, yj,k → y ◦Ψj

in W 1,2, and for all k large enough (depending on j) E∂Ω
ε(k)(yj,k) = 0.

Moreover, limj limk E
el
lin(yj,k) = limj E

el
lin(y ◦ Ψj) = Eel

lin(y) by continu-
ity of Eel

lin on Y with respect to the strong topology of W 1,2. With a
suitable diagonal sequence yk := yj(k),k with j(k) → ∞ (slow enough),

yk → y in W 1,2 and E
h(k)
ε(k) (yk) = Eel

lin(yk) → Eel
lin(y) as asserted.

(ii)2 recovery sequence with weaker constraint constants: This

is fully analogous to (ii)1. We now use (3.9) with l̃ = l and L̃ = L. □

3.3. Nonlinear elasticity with higher order terms. As an alter-
native model, we briefly revisit the scenario already studied in [34].
There, artificial constraints like (3.6) or (3.7) are not imposed. In-
stead, a higher order term is added to a nonlinear elastic energy, leading
to a model of a so-called non-simple material. The local bi-Lipschitz
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property required for our analysis of the boundary penalty term in
Theorem 2.1 will now be obtained as consequence of an energy bound.

For y ∈ W 1,p(Ω;Rd), consider the penalized energy given by

Eε,σ(y) =

{
Eel(y) + Ereg

σ (y) + E∂Ω
ε (y) if y ∈ W 2,s,

+∞ else,

in the limit as ε → 0. We will see that it converges to

Eσ(y) =

{
Eel(y) + Ereg

σ (y) if y ∈ W 2,s and (1.1) holds,

+∞ else,

the original energy which includes the Ciarlet-Nečas condition (1.1) as
a built-in constraint. Here,

Eel(y) =

∫
Ω

W (∇y) dx.

where

W : Rd×d → R ∪ {+∞} is continuous (3.11)

Moreover, for all F ∈ Rd×d,

+∞ =W (F ) if detF ≤ 0,

+∞ >W (F ) ≥ c1
(
|F |p + (detF )−q

)
− c2 if detF > 0,

(3.12)

with constants q > d (which is necessary for (3.14) below), c1 > 0 and
c2 ≥ 0. In addition, we assume that W is polyconvex, i.e.,

W (F ) = Ψ(m(F )), with a convex function Ψ, (3.13)

where m(F ) ∈ Rn(d), n(d) :=
∑d

k=1

(
d
k

)2
, denotes the collection of all

minors of F , i.e., all k × k sub-determinants with 1 ≤ k ≤ d. This
means that for d = 2, m(F ) = (F, detF ) ∈ R5 and for d = 3, m(F ) =
(F, cof F, detF ) ∈ R19. Here, cof F ∈ Rd×d denotes cofactor matrix so
that F−1 = (cof F )T (detF )−1 whenever F is invertible.

It would also be possible to use a more general W with explicit de-
pendence on x or approximate it with truncated, everywhere finite
integrands Wκ (which are safer for numerical purposes), subsequently
considering the simultaneous limit (κ, ε) → (0, 0) as in [34]. As our
numerical experiment are not conducted in this framework, however,
we will not further discuss these generalizations here.

Remark 3.8. Due to [6, 17], Eel always has a minimizer y∗ inW 1,p(Ω;Rd)
even if partial Dirichlet boundary conditions or compact force terms
are added. Like all states with finite energy, it must satisfy det∇y∗ > 0
a.e. in Ω.
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With the penalty proposed here, classical nonlinear elasticity seems
to be out of reach for our analysis concerning the approximation of
invertibility with surface penalization without additional constraints.
We thus further modify the elastic energy by adding a regularizing
term. Accordingly, we regularize Eel by adding the higher order term

Ereg
σ (y) := σ

∫
Ω

∣∣D2y
∣∣s dx,

with a fixed parameter σ > 0. Altogether, the exponents are assumed
to satisfy

p > d, s > d, q >
sd

s− d
. (3.14)

Here, as in [34], the latter ensures that q, s are admissible for the result
of [28] summarized in Lemma 2.6, so that we can obtain a uniform
lower bound for det∇y.

Discrete Galerkin-type approximations can also be included. For that,
let h > 0 (typically a mesh size) and let Yh denote an associated finite
dimensional subspace of (W 2,s ∩ W 1,p)(Ω;Rd) (typically Yh ⊂ W 2,∞)
such that for each y, the approximation error E(y;h) satisfies

E(y;h) := inf
yh∈Yh

(
{∥y − yh∥W 2,s∩W 1,p

)
−→
h→0

0. (3.15)

The corresponding finite dimensional approximations of Eε,σ are

Eh
ε,σ(y) :=

{
Eel(y) + Ereg

σ (y) + E∂Ω
ε (y) if y ∈ Yh,

+∞ else,

For this model, we have convergence of Eh
ε,σ to Eσ in the following

sense:

Theorem 3.9. Let σ > 0 and β > d − 1 be fixed, let Ω ⊂ Rd be a
bounded Lipschitz domain such that Rd \ ∂Ω has only two connected
components, and assume that (3.11)–(3.14) hold. For every sequence
(h(k), ε(k)) ∈ (0,∞)2, k ∈ N, with h(k) → 0 and ε(k) → 0 as k → ∞,
we have the following two properties for all y ∈ W 2,s(Ω;Rd):

(i) For every sequence yk ⇀ y in W 2,s (weakly),

lim inf
k→∞

E
h(k)
ε(k),σ(yk) ≥ Eσ(y);

(ii) there exists a sequence yk → y in W 2,s (strongly) such that

lim
k→∞

E
h(k)
ε(k),σ(yk) = Eσ(y).

This also holds for the case h = 0, if we define E0
ε,σ := Eε,σ.

Proof. We provide only a proof for the case including Galerkin ap-
proximations with h(k) > 0, h(k) → 0. The case h = 0 is similar and
even slightly simpler.
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(i) “Lower bound”: Let yk ⇀ y as k → ∞, weakly in W 2,s. By
compact embedding, this implies that yk → y strongly in W 1,∞. Pass-
ing to a suitable subsequence (not relabeled), we may assume that

e0 := lim inf E
h(k)
σ,ε(k)(yk) = limE

h(n)
σ,ε(n)(yk). In addition, we may as-

sume that e0 < +∞ because otherwise there is nothing to show. With

K := e0 + 1, we have E
h(k)
σ,ε(k)(yk) ≤ K for all k sufficiently large.

As a consequence of the energy bound, (2.14) holds for y = yk. More
precisely, the bounds on ∇yk follow by embedding and the fact that
Ereg

σ (yk) and Eel(yk) control ∥D2yk∥Ls and ∥∇yk∥Lp , respectively. The
lower bound on J := det∇yk is provided by Lemma 2.6 combined with
our assumptions (3.12) and (3.14) on W . Given δ > 0 and M1 as in
(2.14), (3.11) and (3.12) imply that

W is uniformly continuous on

{
F ∈ Rd×d

∣∣∣∣ |F | ≤ M1,
detF ≥ δ

}
. (3.16)

As ∇yk → ∇y in L∞, we infer that

Eel(yk) =

∫
Ω

W (∇yk) dx −→
k→∞

∫
Ω

W (∇y) dx = Eel(y). (3.17)

Moreover, by the weak lower semicontinuity of the convex functional
Ereg

σ ,

lim inf
k→∞

Ereg
σ (yk) ≥ Ereg

σ (y). (3.18)

In addition to (3.17) and (3.18), it also trivially holds that E∂Ω
ε(k) ≥ 0.

Thus, we conclude that lim inf E
h(k)
σ,ε(k)(yk) ≥ Eσ(y) as asserted, provided

that y satisfies the Ciarlet-Nečas condition. The latter follows from
Theorem 2.9, Remark 2.10 and Corollary 2.3.

(ii) Existence of a strongly converging recovery sequence: We

may assume that Eσ(y) < +∞, because otherwise E
h(k)
ε(k),σ(y) → +∞ =

Eσ(y). Hence, y satisfies (1.1). As s > d, y is also C1. Moreover,
the fact that Ereg

σ (y) + Eel(y) < +∞ implies that inf det∇y > 0 by
Lemma 2.6 (s, α := s−d

s
and q are admissible for this result due to

(3.14)). We infer that y(Ω) is open and y : Ω → y(Ω) is a homeo-
morphism that is locally uniformly bi-Lipschitz by Lemma 2.7. The
main remaining difficulty is the possibility that y exhibits self-contact
on the boundary. To handle this, we proceed as in the proof of The-
orem 3.5 (ii)1. First create a small gap around the boundary, using
y ◦ Ψj with smooth injective maps Ψj : Ω̄ → Ω close to the identity
from Lemma 3.1 that shrink the Lipschitz domain Ω into itself. The
composition y◦Ψj(Ω) is compactly contained in the open set y(Ω), and
y ◦Ψj is still locally bi-Lipschitz. Moreover, y ◦Ψj → y in W 2,s ∩W 1,p

by Lemma 3.2. Further approximations of y ◦ Ψj with finite elements
in Yh based on (3.15) can now be made while maintaining a safe dis-
tance from self-contact or loss of local invertibility. In particular, since
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lim infj inf det∇(y◦Ψj) > 0, we avoid the singularity of W and Eel be-
haves continuously along our sequence as in (i). We obtain yj,k ∈ Yh(k)

such that as k → ∞, yj,k → y ◦ Ψj in W 2,s, E∂Ω
ε(k)(yj,k) = 0 for all

sufficiently large k (using Corollary 2.5) and E
h(k)
ε(k),σ(yj,k) → Eσ(y ◦Ψj).

A suitable diagonal sequence yk := yj(k),k → y with j(k) → ∞ (slow
enough) now yields the assertion. □

3.4. Remarks on the theoretical results.

Remark 3.10 (Generalizations: force terms and boundary conditions).
Both Theorem 3.9 and Theorem 3.5 can be easily generalized by adding
a term to energy which is weakly lower semicontinuous and strongly
continuous in the relevant space, i.e., in W 2,s for the former and in
W 1,2 for the latter. This comprises potentials associated to many typ-
ical force terms, including those used in our numerical experiments of
Section 4. Generalization including boundary conditions, say, a Dirich-
let condition like y = id on a closed subset ΓD of ∂Ω, would also make
sense, as long as the boundary condition is compatible with the con-
straints and stays away from self-contact. The proofs of the theorems
can be extended to cover this case: While the lower bound (i) in The-
orem 3.9 and Theorem 3.5 is not affected at all, constructions for (ii)
have to be adjusted to respect additional boundary conditions, but
Lemma 3.1 with Γ := ΓD is suitable for this purpose. However, the
second and bigger problem is hidden in the assumption (3.9), i.e., the
density of suitable finite elements, now with a Dirichlet condition on
ΓD added to the definition of Y . It is not clear if Proposition 3.17 can
be extended to this case.

Remark 3.11 (Pure traction problems). In our numerical experiments,
we do impose a Dirichlet condition on a part of the boundary to avoid
problems with coercivity. If such boundary conditions are completely
dropped, this leads to so-called pure traction problems, where the defor-
mation is nowhere fixed but subject to additional (conservative) body
and surface forces. The rigorous asymptotic derivation of linear from
nonlinear elasticity is subtle in such a scenario [36, 37, 39, 38]: The
forces have to be suitably equilibrated to avoid energies which are not
even bounded from below along rigid translations, and it is not always
obvious which rigid motion is preferred by the forces as the natural
point to linearize at.

The approaches of [36, 37, 38] and [39], respectively, differ in the way
the displacement is defined from a given deformation map y. If we
assume for simplicity that we linearize at the identity, then apart from
rescaling for the small strain limit, the options are either the standard
displacement u = y − id [36, 37, 39] or the renormalized displacement
ũ = R⊤

y (y − (Ryx+ cy)) with respect to the y-dependent optimal “ref-
erence configuration” Ryx+ cy, the rigid motion which minimizes ũ in



24 STEFAN KRÖMER AND JAN VALDMAN

W 1,2 [39, (1.3)]. The latter can avoid the technical condition of “com-
patibility” (of forces) [36, (2.25)] in context of compactness (see also
[38] for a deeper discussion). In addition, both approaches suggest ex-
tending the linear elastic limit model, by introducing admissible states
consisting of a pair (u,W0), the displacement and an antisymmetric
matrix W0 which represents an infinitesimal rotation and enters the
energy as a correction. However, global minimizers in the limit models
typically can be obtained with W0 = 0, see [36, Corollary 4.2] and [39,
p.5], respectively.

For our purposes in Subsection 3.2, this means we have to be careful
how we should interpret our linear elastic model as an approximation
of a nonlinear elastic pure traction problem with moderate strains.
Clearly, we need that the latter was already properly rotated so that
the optimal rotation to linearize at is given by the identity. (If compat-
ibility does not hold, the optimal rotation is not uniquely determined
by the forces and not visible in the linearized model!) Fortunately,
using u = y− id as before is reasonable even if we choose to follow the
point of view of [39], because this does match their construction of the
recovery sequence (the proof of the “upper bound” of [39, Thm. 5.2])
when approximating a global minimizer with W0 = 0 (and the optimal
rotation normalized to R0 = 1l). Be warned that more general forces or
additional constraints can potentially further complicate the picture.

Remark 3.12 ( Γ-convergence). Combined, (i) and (ii) in Theorem 3.9

are equivalent to Mosco convergence [41] of E
h(k)
ε(k),σ to Eσ, which is

stronger than Γ(W 2,s-weak)-convergence (see, e.g., [20]), since it re-
quires the existence of a strongly converging “recovery sequence” in
(ii). Among other things, the limit functional is always unique if it
exists in the sense that (i) and (ii) hold.

Remark 3.13 (Convergence of discrete minimizers). (i) and (ii) in The-

orem 3.9 imply that a sequence of minimizers of E
h(k)
ε(k),σ always has a

subsequence which weakly converges to a minimizer of Eσ. In the lin-
ear elastic setting of Theorem 3.5, this is very similar, except that (ii)1
and (ii)2 combined still do not fully cover the borderline case y ∈ Y \Ŷ
where the local constraint is active. Any y∗ ∈ Ŷ that arises a weak

limit in W 1,2 of a sequence (yk) of minimizers of E
h(k)
ε(k) is automatically

a minimizer of E in Y , but we do not know what happens if y∗ ∈ Y \Ŷ .

Remark 3.14 (Possible non-uniqueness of minimizers). When we com-
pare Theorem 3.9 and Theorem 3.5 to classical numerical convergence
results, (i) and (ii) in a sense play the role of stability and consistency,
respectively. As explained in more detail in the previous remark, we
only get (weak) convergence of a sequence of discrete minimizers up to a
subsequence, though. In our scenarios, much more cannot be expected
because in general, global minimizers do not have to be unique, as for
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instance the classical example of the buckling rod shows in the non-
linear elastic setting. Moreover, even in the linear elastic setting, the
nonlinear constraints can break uniqueness. One such example was ob-
served in [24] for a local determinant constraint. The global invertibility
constraint (1.1) apparently can break uniqueness, too, for instance in
our numerical pincer example, where, when pressed enough, the pin-
cers naturally have two symmetric ways of sliding past each other. As
far as we know, no analytical results on this kind of nonlocally driven
bifurcation scenario are available so far, though.

Remark 3.15 (Further errors due to numerical integration). As defined,
Eh

ε,σ and Eh
ε are assumed to be exact on their associated finite element

space. In practice, additional approximations are usually needed at
this point. In order to not break the analysis above, corresponding
additional errors terms should converge to zero as (h, ε) → 0 along any
sequence of states with bounded penalized energies. As a rule of the
thumb, this forces a scaling regime where the mesh is fine enough with
respect to ε, i.e., h << ε.

Remark 3.16 (Existence of penalized minimizers). By standard appli-
cations of the direct method, for fixed ε and h, we can always get the
existence of minimizers for the penalized energies, both for the non-
linear elastic Eε,σ, E

h
ε,σ and the linear elastic Eε, E

h
ε . In particular,

the penalty term E∂Ω
ε is continuous in L1(∂Ω;Rd), a space into which

the trace embeds compactly in both of our models (for deformations
with bounded energy). Moreover, the constraints of Eε, E

h
ε built into

Y are stable under weak convergence in W 1,2 on sets of bounded en-
ergy, cf. the proof of Theorem 3.5 (i). We also point out that without
additional terms or boundary conditions, all energies are translation
invariant: constant vectors can be added to y without changing the
energy. In addition, the linear elastic energy is invariant with respect
to addition of linear transformations with vanishing symmetric part of
the matrix. Nevertheless, coercivity of the energy can be recovered by
working in subspaces of W 2,s(Ω;Rd) or W 1,2(Ω;Rd) that remove these
symmetries, say, by fixing appropriate averages. This extra step is
not needed if added constraints, boundary conditions or terms in the
energy already fix or control the otherwise free constants.

3.5. Conforming finite elements for the constrained linear elas-
ticity. We now show that asymptotically conforming finite elements as
assumed in (3.9) for Theorem 3.5 actually exist.

Proposition 3.17. Suppose that the bounded domain Ω ⊂ Rd has
a polygonal boundary and thus can be triangulated2. Moreover, let
H ⊂ (0,∞) with infH = 0 and let Yh ⊂ W 1,∞(Ω;Rd), h ∈ H, such

2i.e., Ω =
⋃

k Tk with finitely many simplices Tk with pairwise disjoint interior
(triangles for d = 2, tetrahedra for d = 3)
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that each Yh is the set of all functions which are piecewise affine with
respect to a simplicial mesh associated to Yh, of mesh size at most h
and triangulating Ω. Then (3.9) holds.

Proof. To simplify notation, we will write the proof only for the case
l = l̃ and L = L̃. Let y ∈ Y(ϱ; l, L), fix τ > 1 and abbreviate

m :=
l

τ
< l, M := Lτ > L.

We suffices to show that for every ε > 0 and all h ∈ H sufficiently
small (depending on ε and y), there exists yh ∈ Yh ∩ Y(ϱ;m,M) such
that

∥y − yh∥W 1,2(Ω;Rd) < 2ε. (3.19)

Here, recall that Y(ϱ;m,M) is the set of all y ∈ W 1,2(Ω;Rd) such that
det∇y > 0 a.e. and (3.6) holds with m,M instead of l, L. The latter
requires that y is ϱ-locally Lipschitz with constant M and satisfies the
angle condition

(y(x1)− y(x2)) · (x1 − x2) ≥ m |x1 − x2|2

for all x1, x2 ∈ Ω with |x1 − x2| < ϱ.
(3.20)

The approximating maps are constructed in two consecutive steps, mol-
lification and interpolation. The former is a bit more subtle than usual,
because we lack extension results that would preserve (3.20). So we use
domain shrinking instead to avoid troubles near the boundary.

Step 1: Mollification.
Choose a family of standard mollifying kernels φr, r > 0, i.e., φr ∈
C∞

c (Br(0); [0,∞)), φr(rz) = r−dφ1(z) with
∫
φ1 = 1, let ∗ the convo-

lution operator. With the domain shrinking maps Ψj of Lemma 3.1
and Lemma 3.2, (φr ∗ y) ◦ Ψj is well defined on all of Ω for r small
enough, more precisely, r < Dist (Ψj(Ω), ∂Ω).

We define
ŷ = ŷr,j := (φr ∗ y) ◦Ψj ∈ C2(Ω;Rd),

We claim that for suitable r (small enough) and j (big enough), we
have that

∥y − ŷ∥W 1,2(Ω;Rd) < ε and ŷ ∈ Y(ϱ; m̂, M̂), (3.21)

where

τ̂ := 1 +
τ − 1

2
, m̂ :=

l

τ̂
and M̂ := Lτ̂ .

Notice that l > m̂ > m and L < M̂ < M .

The bound for ∥y − ŷ∥W 1,2 in (3.21) follow for large enough j from the
properties of Ψj obtained in Lemma 3.1 and Lemma 3.2. It remains

to show that ŷ ∈ Y(ϱ; m̂, M̂), i.e., that the upper and lower bounds

of (3.6) hold for ŷ with the constants m̂, M̂ instead of l, L, and that
det∇ŷ > 0 a.e..
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Upper bound of (3.6): Since y is ϱ-locally L-Lipschitz and M̂ > L,
ŷ is ϱ-locally M̃ -Lipschitz as long as r and j are small and big enough,
respectively.

Lower bound of (3.6): We have to show that

(ŷ(x1)− ŷ(x2)) · (x1 − x2) ≥ m̂ |x1 − x2|2

for all x1, x2 ∈ Ω with |x1 − x2| < ϱ.
(3.22)

In view of the definition of ŷ, this amounts to

[(φr ∗ y)(Ψj(x1))− (φr ∗ y)(Ψj(x2))] · (x1 − x2) ≥ m̂ |ξ1 − ξ2|2 .
(3.23)

for x1, x2 ∈ Ω with |x1 − x2| < ϱ. For every ξ1, ξ2 ∈ Ω with dist (ξi; ∂Ω) ≥
r and |ξ1 − ξ2| < ϱ, (3.20) implies that

[(φr ∗ y)(ξ1)− (φr ∗ y)(ξ2)] · (ξ1 − ξ2)

=

∫
Br(0)

φr(z)
(
y(z + ξ1)− y(z + ξ2)

)
· (ξ1 + z − (ξ2 + z)) dz

≥ l

∫
Br(0)

φr(z) |ξ1 + z − (ξ2 + z)|2

= l |ξ1 − ξ2|2 dz

(3.24)

We now set ξi = ξi(j) := Ψj(xi), i = 1, 2, in (3.24). In addition, we
can replace all differences ξ1 − ξ2 occurring in (3.24) by x1 − x2 with
small enough error to obtain (3.23). Here, the gap between l and the
smaller m̂ can be used to absorb the error for big enough j, since

|ξ1(j)− ξ2(j)− (x1 − x2)| ≤ Lip(Ψj − id) |x1 − x2| . (3.25)

Above, Lip(Ψj − id) denotes the global Lipschitz constant of Ψj − id
which converges to zero as j → ∞.

det∇ŷ > 0 a.e.: We know that det∇ŷ ≥ m̂d > 0 in Ω. as a conse-
quence of (3.22).

Step 2: Piecewise affine interpolation.
For a simplex T = co{zi | i = 0, . . . , d} ⊂ Rd and a function f : Ω →
Rd, we define the affine interpolation I[f ] of f on T as the unique
affine function coinciding with f on all (d + 1) corners zi of T . For
any given triangulation of Ω into simplices, I[f ] is defined piecewise on
each simplex of the triangulation, which gives a continuous, piecewise
affine function on Ω.

Since the function ŷ obtained in the previous step is of class C2 up to
the boundary and diamT ≤ h for each simplex T , it is easy to see that

∥Ih[ŷ]− ŷ∥C1 ≤ h∥ŷ∥C2 −→
h→0

0, (3.26)

where Ih denotes the piecewise affine interpolation with respect to the
triangulation associated to Yh.
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In addition, Ih preserves the local Lipschitz constant of ŷ, possibly up
to a small change of the constant: For x1, x2 inf Ω with |x1 − x2| < ϱ,
choose simplices Ti ∋ xi of the triangulation of Ω associated to Yh. If
diam(T1 ∪ T2) < ϱ, the bound

|Ih[ŷ](x1)− Ih[ŷ](x2)| ≤ (M̂ + h) |x1 − x2|
is inherited from ŷ using (3.26). Otherwise, there exists at least two
nodes z1, z2 of the grid (corners of some simplex belonging to the tri-
angulation, so that Ih[ŷ](zi) = ŷ(zi)) such that |z1 − z2| < ϱ and
|zi − xi| ≤ 2h, i = 1, 2. Assuming that 2h < ϱ, by the triangle in-
equality we see that

|Ih[ŷ](x1)− Ih[ŷ](x1)|
≤ |Ih[ŷ](x1)− Ih[ŷ](z1)|+ |Ih[ŷ](x2)− Ih[ŷ](z2)|+ |ŷ(z1)− ŷ(z2)|

≤ 4M̂h+ M̂ |x1 − x2| ≤
( 4M̂h

ϱ− 2h
+ M̂

)
|x1 − x2| .

Here, for the last inequality, we used that this scenario can only occur
if |x1 − x2| ≥ ϱ− 2h.

Next, we show that (3.20) holds for Ih[ŷ] instead of y. Let x1, x2 ∈ Ω
with |x1 − x2| < ϱ, contained in simplices T1, T2 of the triangulation of
Yh. By (3.26), we in particular have that

∥∇Ih[ŷ]−∇ŷ∥L∞ ≤ h
∥∥D2ŷ

∥∥
L∞ , (3.27)

and consequently, by the mean value theorem,

|Ih[ŷ](x1)− Ih[ŷ](x2)− (ŷ(x1)− ŷ(x2))| ≤ 2h|x1 − x2|
∥∥D2ŷ

∥∥
L∞ .
(3.28)

With (3.28), (3.20) for Ih[ŷ] thus follows from (3.22) if h is small enough.
Finally, (3.20) for Ih[ŷ] implies a positive sign of det∇Ih[ŷ] as in Step
1. □

4. Numerical experiments

4.1. A few useful explicit formulas.

Example 4.1 (A test case to check implementations of E∂Ω
ε ). We

replace ∂Ω by two line segments in R2 (no longer the boundary of a
domain, but this is irrelevant for the computation):

”∂Ω” := ([0, 1]× {1}) ∪ ([0, 1]× {0}) ⊂ R2,

Two parameters a, b ≥ 0 determine the deformation y we are interested
in: a causes a horizontal shift of the upper line segment, b the distance
of the lines after deformation. For x = (x1, x2) ∈ ”∂Ω”, we set

y(x) = (y1(x), y2(x)) := (x1, bx2) +

{
(a, 0) if x2 = 1,
(0, 0) if x2 = 0.
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For ε < 1, E∂Ω
ε (y) can now be calculated as follows:

εβ+d−1E∂Ω
ε (y) =

∫ 1

0

∫ 1

0

Hε(t, t− s) ds dt

=

∫ 1

0

∫ min{t,γ+δ}

max{t−1,γ−δ}
Hε(t, r) dr dt.

Here, we used the integrand

Hε(t, r) := P

(
g
(√

r2 + 1
)
− g

(1
ε

√
b2 + (r − a)2

))
and the associated constants

γ :=
a√

1− ε2
, δ :=


√

ε2 − b2

1− ε2
if ε ≥ b,

0 else.

Notice that γ and δ were defined in such a way that

Hε(t, r) > 0 if and only if γ − δ < r < γ + δ,

(provided that P (τ) > 0 if and only if τ > 0, in addition to (2.2) and
(2.4)). For instance, in the special case P (·) = [·]+ and g = id, we get
that

εβ+d−1E∂Ω
ε (y) =

∫ 1

0

∫ min{t,γ+δ}

max{t−1,γ−δ}

(√
r2 + 1− 1

ε

√
b2 + (r − a)2

)
dr dt,

which now an be evaluated using standard software like Mathematica.

4.2. Simulations in 3D for linear elasticity. We are motivated by
2D simulations of [34] assuming the bulk version of penalization (2.1)
and perform 3D energy minimization evaluations with surface penalty
(2.3). Therefore, we consider d = 3 and the approximate deformation

y = (y1, y2, y3) ∈ W 1,s(Ω;R3)

is searched for as the (ideally global) minimizer of the

Eε,µ(y) = Eel
lin(y)− Ebody(y) + µ∂ΩE

∂Ω
ε (y) (4.1)

over a finite-dimensional space. We stay within the linear elastic model
of Subsection 3.2, with the elastic energy (3.3). The local constraint
(3.6) will not be enforced during the computation. In fact, with the
forces and boundary conditions we use, there is no real incentive to
violate (3.6) for, say, l = 1

2
and L = 2 (and some small ϱ > 0). In any

case, (3.6) could still be checked a posteriori.

The three components of the deformation y1, y2, y3 are discretized using
the finite element method in the space of P1 tetrahedral elements, i.e.,
linear and globally continuous functions.
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4.2.1. Implementation details. We assume the following sets of nodes
of the tetrahedral mesh:

N - the set of all nodes,

ND - the set of nodes corresponding to the Dirichlet boundary con-
dition,

NNP - the subset of surface nodes expected to contribute to the
nonpenetration penalty term E∂Ω

ε (y).

The set NNP is defined a priori in computations and it holds

|NNP | ≪ |N |.

The assumption of linear elasticity density (3.4) allows an efficient eval-
uation of energies Eel

lin(y)−Ebody(y). Instead of displacement y, we work
with displacement u(x) = y(x) − x, x ∈ Ω approximated by the finite
element method as

u(x) ≈ uh(x) =

3|N |∑
j=1

(u)j ϕj(x)

with a vector u ∈ R3|N | of degrees of freedom and finite element basis
functions ϕj, j = 1, . . . , 3|N |. Then we have approximated

Eel
lin(y)− Ebody(y) ≈ 1

2
uTKu− bTu, (4.2)

where K ∈ R3|N |×3|N | is a stiffness matrix and b ∈ R3|N | is a loading
vector. The vector u is further decomposed into three disjoint parts
u = (uD,uNP ,uR), where

uD is the vector of (prescribed) displacements in nodes ND,

uNP is the vector of displacements in nodes NNP ,

uR is the vector of displacements in the remaining nodes.

If uD = 0 , the optimality conditions for 1
2
uTKu − bTu → min yield

a relation between the vectors uNP and uR in the form of the linear
system of equations(

KNP,NP KNP,R

KR,NP KR,R

)(
uNP

uR

)
=

(
bNP

bR

)
(4.3)

with K and b decomposed to its parts given above. Then the well-
known Schur complement technique of linear algebra provides

uR = K−1
R,R(bR −KR,NP uNP ). (4.4)

The relation (4.4), together with the Dirichlet condition uD = 0, allows
us to express the quadratic energy (4.2) in reduced form featuring the
vector uNP as the only argument:

Ê(uNP ) =
1

2
uT
NPSuNP − b̂TuNP − ĉ, (4.5)
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with the quadratic, linear and constant contributions given by

S := KNP,NP −KT
R,NPK

−1
R,RKR,NP ,

b̂T := bT
NP − bT

RK
−1
R,RKR,NP + bT

RKR,NP ,

ĉ :=
1

2
bT
RK

−1
R,RbR.

Here, we used that KR,NP = KT
NP,R and K−1

R,R = K−T
R,R due to the

symmetry of K. When looking for minimizers or critical points, the
constant contribution ĉ can of course be ignored.

As long as NNP has been chosen well, all surface nodes outside of NNP

remain far from any self-contact and thus contribute nothing to the
nonpenetration penalty term, so that E∂Ω

ε (y) also only depends uNP ,
say,

E∂Ω
ε (y) = Ê∂Ω

ε (uNP ).

The total energy (4.1) then can be likewise expressed as a function of
uNP ∈ R3|NNP | only. This reduces the number of degrees of freedom
from 3(|N | − |ND|) to 3|NNP | at the cost of precomputations of the
terms in (4.5).

Besides this reduction, the matrix S appearing in the leading part
of the reduced elastic and potential energy Ê offers us an easy way
of preconditioning the problem. To this end, we use the following
transformation of the reduced total energy in the computations:

Eprecond(vNP ) := Ê
(
S− 1

2vNP

)
+ Ê∂Ω

ε

(
S− 1

2vNP

)
.

Thus we have replaced the original variable uNP by vNP = S
1
2uNP .

Here, recall that as a symmetric positive definite matrix (correspond-
ing to the coercivity of the linear elastic energy), S has a well-defined
square root that for instance can be computed by Cholesky decompo-
sition.

Remark 4.2. Heuristically, our preconditioning means that we choose
L2 as the natural energy space for the piecewise affine boundary ele-
ments represented by the variable vNP in our computations. By con-
trast, the natural space for (piecewise affine interpolations of) uNP

would be the trace space H
1
2 on the boundary piece of Ω corresponding

to the nodes in NNP . Here, notice that formally, S is a discretization
of a symmetric and invertible nonlocal pseudo-differential operator of
order 1 defining a continuous and coercive bilinear form on H

1
2 . Its

condition number and largest eigenvalue are expected to scale like h−1

with respect to the grid size h.

Remark 4.3. The interaction of the preconditioning with the penalty
energy Ê∂Ω

ε is not so obvious. In that regard, our choice is vaguely
inspired by the tests conducted in [50, Fig. 10] (for a quite different
nonlocal interaction requiring higher regularity, though), where the use
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of Hs-gradient flows turned out to be favorable. In our notation, this
corresponds to preconditioning by a (discretized) fractional Laplacian
of order s

2
. However, unlike in [50], our nonlocal penalty term is well-

defined even in L2 and so does not suggest a natural choice for s.
For this reason, we proceeded with the precondition best matching the
“leading” term with respect to local regularity, i.e., the linear elasticity
energy. This suggests the use of the square root of the matrix S. As
its inverse has a smoothening effect, it is reasonable to expect that it
stabilizes the contributions of Ê∂Ω

ε as well.

4.2.2. Computational benchmark. We assume a pincer-shaped domain
Ω = Ω1 ∪ Ω2 ∪ Ω3 which consists of block subdomains

Ω1 = (0, 6)× (0, 0.5)× (2.5, 3), (upper part)

Ω2 = (0, 0.5)× (0, 0.5)× (0.5, 2.5), (middle part)

Ω3 = (0, 6)× (0, 0.5)× (0, 0.5), (lower part)

(a) A nondeformed mesh.

(b) An elastically deformed mesh (µ = 0).

Figure 3. Nondeformed and elastically deformed
meshes (level 3) are discretized by tetrahedral elements.
The red nodes indicate Dirichlet nodes ND at which zero
displacements are required.
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The domain Ω is depicted in Figure 3a along with its tetrahedral trian-
gulation and nodes corresponding to the homogeneous Dirichlet bound-
ary conditions defined on a part of the domain boundary.

y = 0 for x ∈ ΛD = {1} × (0, 0.5)× (0.5, 2.5).

There is a linear body force term Ebody(y) with the energy contribution

Ebody(y) :=

∫
Ω

gbody(x) · (y(x)− x) dx

and a linear body force density

gbody(x1, x2, x3) = gload(0, 0,−H(x1 − 2)H(x1 − 4) sign(x3 − 1.5))

on (x1, x2, x3) ∈ Ω, where H(·) denotes the Heaviside step function,
sign(·) the signum function and gload > 0 is a given loading parameter.
This form of the linear body force density presses the tips of both pin-
cer parts Ω1 and Ω3 against each other.

The surface penalty term E∂Ω
ε (y) is taken according to (2.3) and as-

sumes the choice

β = d− 1 + 0.1 = 2.1, ε = s h/r,

where s = 3, r = 2 and h is the grid size. As to P and g, we use C2

functions with a fixed parameter a := 0.01 given by

P (t) = g(t) :=

 0 if t < 0,
1
a2
t3 − 1

2a3
t4 if 0 ≤ t ≤ a,

t− a
2

if t > a.
(4.6)

For computational simulations, we consider the elastic material param-
eters - Young’s modulus and Poisson’s ratio

E = 2e8, ν = 0.3

corresponding to the Lamé’s parameters

λ = Eν/(1 + ν)(1− 2ν) ≈ 1.15e08, µ = E/(2(1 + ν)) ≈ 7.69e07

and the linear body force defined by gload = 4e05. The solution of the
purely linear elastic system with the nonpenetration penalty switched
off (i.e., µ = 0) leads to the body interpenetration, see Figure 3b. In
order to prevent the interpenetration, the penalty term µE∂Ω

ε (y) must
be switched on and we set µ∂Ω = 0.001E.

Remark 4.4. In our example, r = 2 is precisely the distance of Ω1

and Ω3, the distance in reference configuration of the two inner pincer
surfaces on opposing sides which will approach self-contact under the
influence of the body force. As long as local deformations remain close
to the identity, the above choice for ε corresponds to an effective range
of the penalty term of s = 3 grid boxes on these contact surfaces.
Here, recall that the penalty term is active at any pair of points x1, x2
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iff |y(x1)−y(x2)| < ε|x1−x2|, and |x1−x2| ≈ r for the relevant material
points where we expect self-contact in our example.

Remark 4.5. We do not enforce the local constraint (3.6) numerically,
and this also means that the local bi-Lischitz property (3.7) and the
local invertibility of deformations as required by our theoretical results
are not guaranteed. However, we can check (3.7) a posteriori. In fact,
it suffices to check the global behavior on the boundary and local in-
vertibility on each element: For any y ∈ W 1,∞ such that y is invertible
on ∂Ω and det∇y > 0 a.e., y is already a homeomorphism on Ω, as
long as Ω is a Lipschitz domain without holes (i.e., Rd \ ∂Ω has only
two connected components) [32]. If, in addition, y is also continu-
ous and piecewise affine (e.g.), (3.7) holds (with suitable constants) if
and only if |∇y| , |(∇y)−1| ∈ L∞, where |·| denotes the operator norm
(modulus of the largest singular value, which never exceeded 1.2 in
our computations). Here, in the interior, one could actually choose
l−1 = sup |∇y−1|, but smaller l can still occur due to boundary effects
if the deformation reduces angles from the outside between boundary
elements. Notice that if y is piecewise affine and invertible on the
boundary, the formation of outer cusps in the deformed configuration
(which would break (3.7)) is impossible.

Depending on different initial deformations in the minimization of the
total energy (4.1) we discuss two numerical solutions. The first is sym-
metric and probably corresponds to a local minimum. The second is
asymmetric, and likely approximates one of two global minima related
to each other by reflection.

4.2.3. Symmetric initial deformation. The elastic deformation yelast is
evaluated by the solution of the purely linear elastic system and the
initial deformation yinit is generated as

yinit(x) = x+ 0.05(yelast(x)− x), x ∈ Ω.

The constant 0.05 is chosen so that the initial deformation is out of
self-contact, see the left part of Figure 4a. The full minimization of
(4.1) respecting the nonpenetration term µ = and taking yinit(x) is the
minimization procedure converges to the deformation displayed with
linear elasticity and non-penetration density and its zoomed view in
the left column of Figure 4b, 4c, 4d. The detailed evaluation data is
given in Table 2.

4.2.4. Asymmetric initial deformation. Starting from a symmetric start-
ing condition, the solver consistently terminated at a (almost) symmet-
ric finale state where the two pincer ends are flatly pressed together.
While this probably always is a local minimum, with sufficiently strong
forces we expect to find a another candidate for the global minimum
with less energy, a deformation where the pincer arms slide past each
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(a) Initially deformed meshes.

(b) Deformed meshes with the underlying elastic densities.

(c) Deformed meshes with the underlying nonpenetration densities.

(d) The above pictures zoomed in nonpenetration nodes.

Figure 4. Solutions for level 2 mesh: the symmetric
initial deformation (the left column) and the asymmetric
initial deformation (the right column).
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other. If this happens, there are obviously two such solutions that can
be mapped into each other by reflection across the plane {x2 = 0.25},
with the upper pincer (occupying Ω ∩ {x3 > 1.5} in its undeformed
state) passing in front or in the back of the lower pincer. To find such
a deformation numerically, we artificially specify an explicitly defined
starting deformation y0 with the pincer arms passing each other. More
specifically, we fixX = (X1, X2, X3) := (3, 0.25, 1.5), a point in the cen-
ter between the two “arms” of Ω, and introduce the (reflected) planar
polar coordinates with respect to the center point X given by

r = r(x1, x3) :=
√

(x1 −X1)2 + (x3 −X3)2 > 0,

θ = θ(x1, x3) := −∢
(
(x1 −X1, x3 −X3), (−1, 0)

)
∈ (−π, π).

Here, notice that the half-plane X + {(t, 0, z) | t ≥ 0, z ∈ R} does
not intersect Ω. Consequently, the angle θ is a well defined continuous
extension of the function − arctan((x3−X3)/(x1−X1)) from {x1 < X1}
to Ω. It satisfies θ(x1, X3) = 0 for all x1 < X1, θ(x1, x3) < 0 for x3 < X3

and θ(x1, x3) > 0 for x3 > X3. With the auxiliary “twist parameter”
function

T = T (x1) :=
1

2
min{[x1 −X1 − 0.5]+, 2}

we now define the starting deformation as

y0(x) :=

 −r cos
(
(1 + 0.2T )θ

)
x2 + 0.3T (x3 −X3)
r sin

(
(1 + 0.2T )θ

)


mesh energy performance

lev. nodes: total elastic nonpenet. body iters. time
|N | |NNP | Eε,µ(y) Eel

lin(y) µE∂Ω
ε (y) Ebody(y) (sec)

1 513 0 -3.88e+05 3.88e+05 0 -7.76e+05 1 3.03e-03
2 2825 0 -5.38e+05 5.38e+05 0 -1.08e+06 1 2.48e-02

3 18225 0 -6.03e+05 6.03e+05 0 -1.21e+06 1 3.62e-01

4 129761 0 -6.19e+05 6.19e+05 0 -1.24e+06 1 7.67e+00

Table 1. Purely elastic material.

mesh energy performance

lev. nodes: total elastic nonpenet. body iters. time
|N | |NNP | Eε,µ(y) Eel

lin(y) µE∂Ω
ε (y) Ebody(y) (sec)

1 513 52 -1.94e+05 9.16e+04 2.80e+01 -2.86e+05 10 1.12e+00

2 2825 146 -2.52e+05 1.18e+05 7.42e+00 -3.71e+05 18 1.98e+01

3 18225 454 -2.78e+05 1.28e+05 1.63e+00 -4.06e+05 25 4.49e+02

Table 2. The initial symmetric deformation.

mesh energy performance

lev. nodes: total elastic nonpenet. body iters. time
|N | |NNP | Eε,µ(y) Eel

lin(y) µE∂Ω
ε (y) Ebody(y) (sec)

1 513 130 -2.70e+05 3.22e+05 3.79e+02 -5.93e+05 14 6.99e+00
2 2825 450 -4.67e+05 4.86e+05 3.09e+01 -9.52e+05 23 2.66e+02

Table 3. The initial asymmetric deformation.
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A visualization of y0(Ω) can be seen on the right in Figure 4a. The op-
timal deformation displayed with linear elasticity and non-penetration
density and its zoomed view on the right of Figure 4b, 4c, 4d. The
detailed evaluation data is given in Table 3.

Details on implementation and running times: Our MATLAB
code is based on the FEM vectorization ideas of [42] combined with
fast assembly routines of [48] for linear elasticity. Practical energy
minimization is based on the first-order quasi-Newton method applied
to Eprecond, with an explicit differentiation behind and the construction
of an approximate Hessian by the Broyden–Fletcher–Goldfarb–Shanno
(BFGS) algorithm. The code is available at

https://www.mathworks.com/matlabcentral/fileexchange/124290

for download and testing. It requires running the Optimization Toolbox
(function “fminunc”) and Statistics and Machine Learning Toolbox
(function “pdist2”). Assembly times were obtained on a MacBook Air
(M1 processor, 2020) with 16 GB memory running MATLAB R2022a.
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[2] Noam Aigerman and Yaron Lipman. Injective and bounded distortion map-
pings in 3d. ACM Trans. Graph., 32(4):106:1–106:14, July 2013.

[3] Stefano Almi, Elisa Davoli, and Manuel Friedrich. Non-interpenetration con-
ditions in the passage from nonlinear to linearized Griffith fracture. Preprint
arXiv:2204.10622, 2022.

[4] Stuart S. Antman. Nonlinear problems of elasticity, volume 107 of Applied
Mathematical Sciences. Springer, New York, second edition, 2005.
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[34] Stefan Krömer and Jan Valdman. Global injectivity in second-gradient non-
linear elasticity and its approximation with penalty terms. Mathematics and
Mechanics of Solids, 24(8):2619–2635, 2019.

[35] Francesco Maddalena, Danilo Percivale, and Franco Tomarelli. Adhesive flex-
ible material structures. Discrete Contin. Dyn. Syst. Ser. B, 17(2):553–574,
2012.

[36] Francesco Maddalena, Danilo Percivale, and Franco Tomarelli. The gap be-
tween linear elasticity and the variational limit of finite elasticity in pure trac-
tion problems. Arch. Ration. Mech. Anal., 234(3):1091–1120, 2019.

[37] Francesco Maddalena, Danilo Percivale, and Franco Tomarelli. A new varia-
tional approach to linearization of traction problems in elasticity. J. Optim.
Theory Appl., 182(1):383–403, 2019.

[38] Edoardo Mainini and Danilo Percivale. Sharp conditions for the linearization
of finite elasticity. Calc. Var. Partial Differential Equations, 60(5):Paper No.
164, 31, 2021.

[39] Cy Maor and Maria Giovanna Mora. Reference configurations versus optimal
rotations: a derivation of linear elasticity from finite elasticity for all traction
forces. J. Nonlinear Sci., 31(3):Paper No. 62, 28, 2021.
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