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Abstract. The ordinary least squares estimator in linear regression is well known to 

be highly vulnerable to the presence of outliers in the data and available robust statis-

tical estimators represent more preferable alternatives. It has been repeatedly rec-

ommended to use the least squares together with a robust estimator, where the latter 

is understood as a diagnostic tool for the former. In other words, only if the robust 

estimator yields a very different result, the user should investigate the dataset closer 

and search for explanations. For this purpose, a hypothesis test of equality of the 

means of two alternative linear regression estimators is proposed here based on non- 

parametric bootstrap. The performance of the test is presented on three real economic 

datasets with small samples. Robust estimates turn out not to be significantly different 

from non-robust estimates in the selected datasets. Still, robust estimation is beneficial 

in these datasets and the experiments illustrate one of possible ways of exploiting the 

bootstrap methodology in regression modeling. The bootstrap test could be easily ex-

tended to nonlinear regression models.  
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1 Introduction 

As the linear regression represents the most fundamental model in current econometrics [5], it is crucial to estimate 

its parameters without being excessively influenced by the presence of outliers in the data [11].  Robust regression 

estimators started to become established alternatives to the least squares since late 1960s [18]. The practical anal-

ysis of economic data however lags behind the current trends in mathematical statistics, although new robust esti-

mators have recently been developed and investigated. The robust estimates are more variable (less efficient) com-

pared to the least squares for non-contaminated models and choosing the robust fit in every situation is not neces-

sarily optimal. The robust procedures are either intended to replace the least squares as self-standing estimators, 

or they have the potential to accompany the least squares as a sort of diagnostic procedures [1].  In the second 

situation, the user does not have to decide whether the least squares estimator is reliable or whether the robust fit 

is preferable.  In any case, users of robust statistics should also have the ambition to compare the performance of 

several methods and to decide for the method that is able to outperform other methods.  

The approach based on understanding robust regression estimators as diagnostic tools for the least squares has 

been developed from the very dawn of robust estimation [6]. Such approach is still topical in current data analysis, 

as documented e.g. by the application of the least weighted squares estimator [24] in the study of [9], where robust 

analysis is presented primarily as a tool revealing non-robustness of a standard data analysis. An example of such 

a recent standing-alone methodology is the robust regression by means of the method of moments of [2], which is 

reliable under contaminated as well as non-contaminated models. In addition, robust estimators start to obtain their 

own diagnostic tools (cf. [25]). In general, if a robust estimator yields a (sufficiently) different result from the least 

squares, the user should investigate the dataset closer and search for explanations [17]; in this context, a formal 

hypothesis test would be very useful. Let us however proceed with formulating the test problem carefully. 

In standard terminology, a coefficient estimate is a realization of an estimator obtained for the sample at hand. 

With the sample data in place, two different estimates are either different or not. Still, it may be useful to ask 

whether the expectations of two alternative estimates are equal or not. Thus, the question is how to perform a 

formal hypothesis test of equality of the means of two alternative estimators, especially for small sample sizes. If 

the two estimators are consistent, they are already asymptotically unbiased and any such test is redundant. Still, 

the test may be meaningful for situations with finite samples when assuming consistency is not desirable. In fact, 
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some of the robust estimators such as the least trimmed squares or least weighted squares require to assume a 

lengthy list of technical assumptions in order to achieve consistency; also, each of the estimators has its own set 

of specific assumptions [23, 24]. Not relying on the consistency has also the advantage that a possible extension 

of the test to nonlinear regression is straightforward; consistency properties remain unknown for some robust 

nonlinear regression esteimators (including common types of robust neural networks [20]). This motivates our aim 

to propose a test of equality of the means of two alternative linear regression estimators based on nonparametric 

bootstrap. We recall that nonparametric bootstrap represents a popular methodology for estimating variability (i.e. 

the covariance matrix) of various robust regression estimates [13]. 

 

2 Comparing two regression estimates  

Throughout the paper, we consider the standard linear regression model 
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3 Experiments  

We consider three real publicly available datasets. These were selected as datasets, where it is meaningful to ex-

plain a continuous response by a linear regression model using several regressors. From the original data, we 

however keep only continuous regressors, omitting all discrete ones. Let us first describe these datasets, which all 

have an economic background and do not contain any missing values.  

 

The datasets represent important bench- marking data well known in robust statistics, as they contain outliers and 

robustness is known to be meaningful and beneficial for their modeling. 
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3.1  Robust estimators  

The least squares estimator, which is used as the reference estimator here for comparing with robust estimates, is 

computed by the function lm of R software. In the computations, we use the following robust estimators.  

1. Least trimmed squares (LTS) [18]. In the computations, we use the function ltsReg of [22] with the trim-

ming constant h = ⌊3n/4⌋. Properties of the LTS were derived in [23].  

2. LTS-RLS, which denotes the LTS estimator accompanied by the reweighted version (reweighted least 

squares) described in [18]. We use again h = ⌊3n/4⌋.  

3. MM-estimator with breakdown point equal to 0.5 and with efficiency equal to 0.95. Properties of MM- 

estimators were derived in [15]. For the computation, we use the function lmrob of [22].  

4. LWS-lin, defined as the least weighted squares (LWS) estimator [24] with linearly decreasing weights [8];  

properties of the LWS estimator bLWS of β were derived in [24].  

5. LWS-log, defined with weights generated by the logistic function [8].  

6. LWS-trim, defined with trimmed linear weights [8].  

7. LWS-err, defined with weights exploiting the (so-called) error function [8].  

Except for the LWS, which remains much less known in the econometric community, the considered robust esti-

mators can be characterized as well established tools. We do not present results of S-estimators on the given data 

because of numerical instability of their implementation in [22].  

3.2  Results 

 

4 Conclusions  

Robust estimators for the linear regression model have already established their position in the analysis of econo-

metric data, although some promising estimators with a high breakdown point remain to be almost unknown to 

the econometric community. A bootstrap test of equality of the means of two regression estimates is developed in 

this paper based on a bootstrap confidence interval for the difference between the two estimators. We are particu-

larly interested in the LWS estimator which can be characterized as an estimator with only rare applications; see 

[24] for the LWS in linear regression or [7] for the LWS in the location model. Still, the proposed bootstrap test 

can be used to compare any two robust estimators so that its usage is not limited to the LWS estimator.  

The numerical study is performed here for three real economic datasets. Rejecting the null hypotheses would 

require more observations in our datasets, because of relatively large values of variances of individual regression 

estimates. Actually, significance remains achievable only for a very heavy contamination for n < 70, although 

point estimates subjectively seem very different from each other. This is an interesting result as such: on one hand, 

robust estimation is typically applied to handle small samples [10], but on the other hand, the variability of robust 
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estimators (e.g. of the LWS estimator) has not been sufficiently investigated (see [8]). The results also reveal the 

difficulty of reliable regression modeling under small samples.  
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We can make a general conclusion that robust statistics has shifted since its origins in direction to self-standing 

efficient methods. A comparison of point estimates (without any hypothesis test) based entirely on a visual inspec-

tion of the presented tables was common in early books on robustness (such as [18]), but such approach becomes 

outdated and we recommend to consider point estimates to be always accompanied by bootstrap estimates of their 

variability. Such estimates were presented e.g. in [8] however only for data with p = 1. It is also necessary to 

mention that bootstrap as a computational technique, helpful in solving various practical questions (e.g. estimating 

the covariance matrices of regression estimators), has not been so much acknowledged in theoretical approaches 

to robust statistics [6].  

Higher attention of robust statisticians should be paid to methods for high-dimensional data [3]. The robustbase 

package [22] for robust statistical methods contains mainly datasets that are even smaller than the datasets analyzed 

here. We intend to perform further computations on larger data as well as to extend the bootstrap test procedure to 

robust multivariate (or high-dimensional) estimators [14] or robust neural networks [20], for which there are no 

available results on consistency. 
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