Impact of Image Blur on Classification and Augmentation of Deep Convolutional Networks

Matěj Lébl, Filip Šroubek, and Jan Flusser

Department of Image Processing, Czech Academy of Sciences, Institute of Information Theory and Automation, Prague, Czech Republic
{lebl,sroubekf,flusser}@utia.cas.cz

Abstract. Blur is a common phenomenon in image acquisition that negatively influences the recognition rate of most classifiers. This paper studies the influence of image blurring of various types and sizes on the recognition rate achieved by a deep convolutional network. We confirm that the blur significantly decreases the performance if the network has been trained on clear images only. When the training set is augmented with blurred samples, the recognition rate becomes sufficiently high even if the blur in query images is of different size than the blur used for training. However, this is mostly not true if query images contain blur of a different type from the one used for training.
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1 Introduction

Real digital images are often just degraded versions of the original scene. Image analysis algorithms either must be able to suppress or remove the degradations, or they should be sufficiently robust with respect to them. One of the most common degradations is blur, which usually performs smoothing and suppression of high-frequency details of an image. The blur may appear in the image for several reasons caused by different physical phenomena. Motion blur is due to a mutual movement of the camera and the scene (in consumer photography this happens often because of a camera shake), out-of-focus blur appears due to incorrect focus setting, medium turbulence blur is caused by light dispersion and random fluctuations of the refractive index during the acquisition, and sensor blur is a result of a finite size of the detector, to name a few most common blurs. Blur is sometimes introduced intentionally by the photographers to smooth the background, soften the picture and/or to prevent Moire artifacts, but mostly performs an unwanted degradation factor which decreases the image quality and complicates object recognition.
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Capturing the ideal scene $f$ by an imaging device with the point-spread function (PSF) $h$ and additive random noise $n$, the observed image $g$ is approximately modeled as a convolution

$$g = f * h + n.$$  

This linear image formation model, albeit very simple, is a reasonably accurate approximation of many imaging devices and acquisition scenarios.

When recognizing objects in blurred images, we have to take the blur into account and handle it properly. There exist basically four approaches to this problem – image restoration, blur invariants, invariant distance measures, and a learning-based procedure with an augmented database (see Fig. 1).

The *image restoration* approach inverts (1) to estimate $f$ from its degraded version $g$, while the PSF may be partially known or unknown. As soon as $f$ has been recovered, the objects can be described by any standard features and recognized by traditional classifiers. However, image restoration is an ill-posed problem and without any additional constraints infinitely many solutions satisfying (1) exist. To choose the correct one, it is necessary to incorporate a prior knowledge into regularization terms and other constraints. If the prior knowledge is not available, the restoration methods frequently converge to solutions which are far from the ground truth even in the noise-free case. The restoration methods are not employed in this paper, we refer to [1,2] for a survey of current restoration techniques.

In many applications, a full restoration of $f$ is not necessary and can be avoided, provided that an appropriate image representation is used. A typical example is a recognition of objects in blurred images, where an object description robust to blur forms the input to the classifier. This led to introducing the idea of *blur invariants* in 1990s. Roughly speaking, blur invariant $I$ is a functional fulfilling the constraint $I(f) = I(f * h)$ for any $h$ from a certain set of admissible PSFs (see [3] for a survey and further references).
Some authors came up with the concept of *blur-invariant metric*, which allows a blur-robust comparison of two images without constructing the invariants explicitly [4–7].

All the above-mentioned approaches belong to “handcrafted” methods. In accordance with the current trend in using convolutional neural networks (CNN), one may alternatively use deep learning approaches. However, a detailed analysis of robustness of CNN-based classification with respect to blur has not been conducted yet.

It was reported earlier that the blur in query images significantly decreases the CNN performance if the network has been trained on clear images only and that data augmentation (i.e. the extension of the training set with artificially blurred samples) helps to mitigate the performance drop. In this paper, we study the influence of blur of various types and sizes on the recognition rate of CNNs, and analyse different augmentation strategies. The conclusions are that the augmented training set need not to sample the admissible interval of blur sizes densely, however it must contain the largest blur size in the interval. In other words, the generalization property of CNNs with respect to blur is stronger in interpolating rather then extrapolating the training set. Generalization to different types of blur is weak, yet if augmentation with a single blur type is performed, then some blur types generalize better than other. In addition, we compare the CNN-based results with the results achieved by the state-of-the-art “handcrafted” method. To our knowledge, such a systematic study has not been performed yet. All experiments were performed with ResNet18 [8] on reduced datasets of facial images YaleB [9] and general images ImageNet [10].

Both the premise and the conclusion of this paper are intuitive and to be expected. The presence of degradation in the classifying task necessarily affects the result in a negative way and augmenting the training set in a sensible way aids to mitigate the impact of said degradation. The aim of this paper is to describe these effects both qualitatively and quantitatively as well as to offer a guidance on training-set augmentation which yields the best results at minimal extra computational cost.

2 Related Work

Traditional CNNs use pixel-wise representation of images, which is significantly changed if the image has been blurred. So, one may expect a fast drop of performance if the network, trained on clear images only, is fed with blurred test images (our experiments in Sect. 4.1 confirm that). To achieve a reasonable recognition rate, the training set has to be extended using a representative set of degradations of the training images. This process is called *data augmentation*. Common data augmentation methods for image recognition have been designed manually and the best augmentation strategies are dataset-specific [11]. To learn the best augmentation strategy was recently proposed in [12], which searches the space of various augmentation operations and finds a policy yielding the highest validation accuracy. Large-scale data augmentation is, however, time and memory
consuming and for big databases it might be not feasible even on current super-computers. In our case, the augmentation requires to generate blurred versions of each training image using a proper sampling of the blur space. Since this extends the training set significantly, it is desirable to study the relationship between the number of augmented samples and the recognition rate.

Only few papers have studied the impact of blur on the network recognition performance. Vasiljevic et al. [13] first confirmed experimentally that introduction of even a moderate blur hurts the performance of networks trained on clear images and proposed a fine-tuning of the network to overcome this. A similar study was published by Zhou et al. [14]. Dodge and Karam [15] compared the impact of four types of image degradations – Gaussian blur, contrast deficiency, JPEG artifacts and noise on the CNN-based recognition. They showed that blur is the most significant factor. Most recently, Pei et al. [16] studied the influence of various degradations (local occlusion, lens distortion, aliasing, haze, noise, blur) in detail. Their paper again confirmed that the CNN performance in recognition of blurred images is very low if the training set contains clear images only. However, they did not study the influence of data augmentation with respect to various blur types and sizes and did not advice how it should be performed.

3 Method and Data

The experiments were performed on ResNet18 [8] pre-trained on the ImageNet dataset [10]. The family of ResNet networks score reasonably well in the ImageNet benchmark and the smallest network of size “18” was chosen to speedup the training phase.

For training, we tested two approaches: freezing all except the final layer, and updating the whole net. As retraining the whole model yielded strictly better results, this approach was used in all experiments. The implementation platform was the Python library Pytorch [17].

We considered two classification scenarios. First, the classification classes were 38 faces from the YaleB dataset [9]. Each class was represented by a single image of the face (front view and even lighting) and we ignored other instances in the dataset, such as pose, different lighting, facial expressions, etc. This was done in order to minimize the number of parameters that the network requires to learn and to avoid the effect of other types of degradation on the performance except of the studied blur. Images were resized to 256 × 256 pixels to fit the ResNet18 default input format. Both the training and test set were augmented by Gaussian white noise and normalised to brightness (to prevent classification based on the intensity of a certain pixel or the whole image). We used this simplified case to analyze and understand the nature of classification of blurred images as well as deduce the optimal augmentation strategy.

In the second scenario, we repeated the same experiments with a subset of the ImageNet dataset to validate the acquired knowledge on a more realistic scenario. We have chosen 5 animal classes - cat, dog, cattle, goat and deer - to have a challenging task. Many of the pictures have fairly similar background or
contain couple of different animal species, which makes the classification difficult even without blur (see Fig. 4 for some examples of difficult cases).

Blur augmentation was implemented by a custom function that degrades the input image with blur of varying type (uniform, random, Gaussian, motion) and size \( (n \times n, n = 1, \ldots, 256 \text{ px}) \). Examples of the considered blur types and corresponding blurred images are in Figs. 2 and 3.

4 Experiments

We have conducted two sets of experiments. The first one verifies that the classification network performs poorly on the blurred test data when the data augmentation is not carried out. The second part focuses on the process of augmentation itself, specifically we explore the sampling strategy of the space of admissible blurs that yields high accuracy.

As mentioned earlier, we prepared two dataset: 38 single-image classes from the YaleB dataset and 5 classes from the ImageNet dataset.

In the first dataset, we have strong similarity between classes, but zero variety inside them. With this setup, we alleviate the “learning class variety” problem and can focus solely on the effect of blur. Thanks to the simplicity of the task, the baseline accuracy is 100 % and we can use substantial blur with fine sampling to smoothly observe the decline in accuracy under various scenarios.

The second dataset is more challenging. Classes are fairly similar to each other (cattle - goat - deer) and have common background (indoors: cat - dog,
Fig. 4. Animal images and their blurred versions used in the experiment. Examples of one easy (top) and one challenging/ambiguous (bottom) image from each class. Degraded versions were blurred by Gaussian blur of size 15 pixels. By rows: cats, goats, dogs, deer, cattle.

fields/meadows: cattle - deer) with hundreds of different images in each class. The baseline accuracy in this setting is 86%. Albeit the impact of blur is more severe in this case, we can still identify the same behaviour as in the first, simplified case scenario, yet on a smaller scale.

4.1 Different Types of Blur

Augmenting the training set is necessary for classification of degraded images and we explore various scenarios of training and testing on different types of blur.

In the first experiment, we train the network on a clear dataset and measure how large the blur can be without hindering the accuracy. We use all four blur types in the test set. Figure 5 (blue line) clearly shows that for blurs larger than $7 \times 7$ pixels, the accuracy starts to quickly decline.

Similar trend, albeit not so profound, holds for the ImageNet dataset (orange line). Note that the slower decline in accuracy is partially caused by the smaller number of classes - with random assignment of classes, the ImageNet dataset would have $\sim 20\%$ accuracy opposed to $\sim 2.5\%$ for the face dataset.

Next, we are interested in the network performance when trained on one specific type of blur and evaluated on other types of blur. We prepare four sets of training and test data, each degraded by a different type of blur (Gaussian, motion, random and uniform), and train and test all combinations. Results summarized in Table 1 show that the random blur is a good approximation of the uniform one and vice versa, while both of them are poor approximation to the Gaussian and motion blur. Likewise, the Gaussian and motion blur poorly approximate the uniform and random blur. Interesting finding is that while the motion blur approximates the Gaussian blur relatively well, it is not true the other way around. Similar asymmetry holds also for the Gaussian and uniform blur.
The “PM” column of the table contains the results of a handcrafted projection method, originally proposed by Vageeswaran et al. [6] and improved by Lebl et al. in [7], where the images are classified by minimum blur-invariant distance. Please note that albeit the handcrafted projection method shows excellent results, it is not invariant to geometric transformations or any other degradation apart from translation and convolution, e.g. a slightly rotated query image will not be recognized. Invariance to these transformations can be implemented by brute force, which is in a way similar to data augmentation in learning-based methods, yet the most limiting factor is the nonexistence of intra-class generalization, e.g. different types of dogs will not be classified as members of the same class “dog”. From this perspective, the projection method is not a rival to learning-based methods if the intraclass variations are significant and not parametrizable.

The results on the diagonal demonstrate that with the right augmentation of the training set, the network performs equally well as the handcrafted method. However, the main difference appears if the blur type is not known a priori. While the network cannot be trained properly, the performance of the handcrafted projection method is not affected.

Repeating the experiment on ImageNet dataset shows in Table 1 similar clustering of uniform-random and Gaussian-motion blurs and verifies that information about blur type is crucial in maximizing the effect of augmentation.

![Fig. 5. The recognition rate [%] on images blurred with different blur size. The network was trained on clear (sharp) images only. Blue line is for the simplified YaleB dataset, orange for the ImageNet dataset. (Color figure online)](image)

4.2 Interpolation and Extrapolation

The critical question is the amount of augmentation of the training set necessary for maintaining high accuracy. We evaluate how important is to know the maximum possible size of blur and how dense the sampling of the space of all possible degraded images must be. In other words, we are interested in the generalization property of extrapolation and interpolation in the space of blurs.
Table 1. The recognition rate [%] for the YaleB and ImageNet dataset, only one type of blur (125 × 125px/19 × 19px) was used for training (column) and testing was done on 4 sets of images degraded with 4 blur types respectively (row). Reference result (PM) of the handcrafted method [7] are in the middle column.

<table>
<thead>
<tr>
<th>Train/Test</th>
<th>Yale B</th>
<th>ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>uniform</td>
<td>random</td>
</tr>
<tr>
<td>uniform</td>
<td>99.63</td>
<td>99.56</td>
</tr>
<tr>
<td>random</td>
<td>99.57</td>
<td>99.59</td>
</tr>
<tr>
<td>Gauss</td>
<td>24.84</td>
<td>20.36</td>
</tr>
<tr>
<td>motion</td>
<td>39.97</td>
<td>34.32</td>
</tr>
</tbody>
</table>

Fig. 6. The recognition rate [%], tested on the YaleB-left (ImageNet-right) dataset randomly degraded by blur up to size 125 × 125 (15 × 15). The training set was augmented with different sampling step of blur sizes from the interval [1, 125] ([1, 15]). Original images without blur were always included in the training set.

We use all four blur types in the following experiments as no single blur type is good enough to approximate all other blurs. To test the interpolation capability of the network, we use test images degraded by all blur sizes up to 125 × 125 px while training on data augmented only by blurs of size 1 (no blur), k, 2k, ..., nk ≤ 125 × 125 px, where k is the sampling step. The total number of training data is the same for all tested sampling steps. This ensures that the change in accuracy is caused by different sampling and not by a larger/smaller training set. From the results in Fig. 6-top, we can see that the network is able to cover gaps in sampling up to 25 px without losing accuracy. This means that we can correctly classify images degraded by blurs that are roughly 12 px apart from the nearest blur used in the augmentation of the training set.

For the ImageNet dataset, we set the maximal blur to 15 × 15 px and use much finer sampling steps. Even in this down-scaled scenario, we can see in Fig. 6-bottom that it is not necessary to include all admissible blur sizes. Sampling step 3 is sufficient to achieve the same results as when the exhaustive sampling with step 1 is used.

For extrapolation, we train the network on images degraded by blurs up to size N × N and test on a set of images degraded by a blur of size exactly 75 × 75 px (YaleB dataset). This simulates a situation when we underestimate the
Fig. 7. The recognition rate [%], trained on the YaleB-left (ImageNet-right) dataset augmented by blur of varying sizes and tested on data with blur of size exactly 75 (15) and SNR= 15 dB (SNR= 20 dB).

extent of possible degradation. Results in Fig. 7-top show that the extrapolation capability is limited to blurs of approximately 10 px outside the training set. Augmenting the training set with the largest expected blur is thus important for preserving good accuracy. Note that the results are in agreement with the previous interpolation experiment where the minimum distance necessary for 100% accuracy was 12 px between blur samples.

For the ImageNet dataset, the test set contains images degraded by blur exactly $15 \times 15$ px and the training set is augmented with blurs up to size $N \times N$, $N \in \{5, 7, 9, 11, 13, 15\}$ px. The results in Fig. 7-bottom show that the ability to extrapolate is almost lost. Also note the difference between the best achieved accuracy on Figs. 6-bottom and 7-bottom. This is caused by the difference in test sets: in the former, we use blurs of size 1 (no blur) to 15 (maximal blur) in the latter we use exclusively blurs of size 15.

5 Conclusion

We confirmed that even for a very simple task, augmenting the training set with blur is necessary, when one wants to recognize blurred query images by CNNs.

For the augmentation itself we advice either to use the same blur type as is expected in query images (if this information is available) or to include as many different blur types as possible because the augmentation by a single blur type is insufficient if it is different from the blur in queries.

As for choosing the right blur sizes for augmentation, it is sufficient to sample uniformly with reasonably small ($\leq 25$ px) step up to the largest expected blur. Underestimating the size of possible blur is tolerated only up to small margin - roughly half of the recommended sampling step.

We validated that the trend as well as the training strategy holds for more realistic scenario although (as one would expect) we have to scale down the blur sizes accordingly.

Since the augmentation of the training set is a costly process, looking for efficient alternatives is a challenge for the near future. One of the choices we plan to study is to incorporate handcrafted blur-invariant features [18] into the CNNs. This could reduce or even remove the necessity of data augmentation by blurred images.
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