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A B S T R A C T

Let 𝑄 be a Lipschitz domain in R𝑛 and let 𝑓 ∈ 𝐿∞(𝑄). We investigate conditions under which
the functional

𝐼𝑛(𝜑) = ∫𝑄
|∇𝜑|𝑛 + 𝑓 (𝑥)det ∇𝜑 d𝑥

obeys 𝐼𝑛 ≥ 0 for all 𝜑 ∈ 𝑊 1,𝑛
0 (𝑄,R𝑛), an inequality that we refer to as Hadamard-in-the-mean,

or (HIM). We prove that there are piecewise constant 𝑓 such that (HIM) holds and is strictly
stronger than the best possible inequality that can be derived using the Hadamard inequality
𝑛

𝑛
2
|det 𝐴| ≤ |𝐴|𝑛 alone. When 𝑓 takes just two values, we find that (HIM) holds if and only if the

variation of 𝑓 in 𝑄 is at most 2𝑛
𝑛
2 . For more general 𝑓 , we show that (i) it is both the geometry

of the ‘jump sets’ as well as the sizes of the ‘jumps’ that determine whether (HIM) holds and
(ii) the variation of 𝑓 can be made to exceed 2𝑛

𝑛
2 , provided 𝑓 is suitably chosen. Specifically,

in the planar case 𝑛 = 2 we divide 𝑄 into three regions {𝑓 = 0} and {𝑓 = ±𝑐}, and prove that
as long as {𝑓 = 0} ‘insulates’ {𝑓 = 𝑐} from {𝑓 = −𝑐} sufficiently, there is 𝑐 > 2 such that (HIM)
holds. Perhaps surprisingly, (HIM) can hold even when the insulation region {𝑓 = 0} enables
the sets {𝑓 = ±𝑐} to meet in a point. As part of our analysis, and in the spirit of the work of
Mielke and Sprenger (1998), we give new examples of functions that are quasiconvex at the
boundary.

. Introduction

Let 𝑄 be a Lipschitz domain in R𝑛 and let 𝑓 ∈ 𝐿∞(𝑄). This paper concerns the functional

𝐼𝑛(𝜑) = ∫𝑄
|∇𝜑|𝑛 + 𝑓 (𝑥) det ∇𝜑 d𝑥 (1.1)

efined on 𝑊 1,𝑛
0 (𝑄;R𝑛) for 𝑛 ≥ 2. By a Hadamard-in-the-mean inequality, henceforth (HIM), we mean inequality of the form

𝐼𝑛(𝜑) ≥ 0 ∀ 𝜑 ∈ 𝑊 1,𝑛
0 (𝑄,R𝑛). (HIM)

he fact that (HIM) holds for more general 𝑓 is already indicated by the observation that ∫𝑄 det ∇𝜑 d𝑥 = 0 whenever 𝜑 ∈ 𝑊 1,𝑛
0 (𝑄,R𝑛)

ecause the map R𝑛×𝑛 → R: 𝐹 ↦ det 𝐹 is a so-called null Lagrangian; cf. e.g. [1]. Hence, if 𝑓 is a constant function then (HIM)
lways holds.
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The classical pointwise Hadamard inequality, which is easily proved through the use of the arithmetic-geometric mean inequality,
s

𝑐𝑛| det 𝐴| ≤ |𝐴|𝑛, (1.2)

here 𝑐𝑛 ∶= 𝑛
𝑛
2 , 𝐴 ∈ R𝑛×𝑛 and |𝐴|2 =

∑𝑛
𝑖,𝑗=1 𝐴

2
𝑖𝑗 . The equality holds for the identity matrix, for instance, i.e., 𝑐𝑛 is the largest number

for which (1.2) holds. Using this and the fact that ∫𝑄 det ∇𝜑 d𝑥 = 0, we find that (HIM) holds for those essentially bounded and
measurable functions 𝑓 which obey

‖𝑓 − 𝑓𝑄‖∞ ≤ 𝑛
𝑛
2 , (1.3)

here 𝑓𝑄 = −∫𝑄 𝑓 d𝑥. This condition is sharp and, moreover, it is necessary and sufficient for the sequential weak lower semicontinuity
f the functional 𝐼𝑛 when 𝑓 is a two-state function, i.e. a function of the form 𝑓 =𝑀𝜒𝑄′ and 𝑄′ ⊂ 𝑄; see Proposition 6.2. This is to
e contrasted with the fact that if 𝑓 ∈ 𝐶(𝑄̄) then 𝐼𝑛 is weakly lower semicontinuous on 𝑊 1,𝑛

0 (𝑄,R𝑛) (see [2, Thm. 2.9, Thm. 2.10]).
n the planar case, the necessity of (1.3) relies, in particular, on the results of Mielke and Sprenger [3], which characterize the
uadratic forms in R2×2 that are quasiconvex at the boundary [4]. In higher dimensions, and in the specific case of the functionals
hat we consider, we prove in Proposition 3.1 a similar result. These constitute new examples of functions that are quasiconvex at
he boundary [4] in any dimension.

We note that a ‘‘quartic version’’ of (HIM) for 𝑛 = 2 and a constant 𝑓 , namely

∫𝑄
|∇𝜑|2(|∇𝜑|2 + 𝛾 det ∇𝜑) d𝑥 ≥ 0 ∀ 𝜑 ∈ 𝑊 1,4

0 (𝑄,R2) , (1.4)

is satisfied for every |𝛾| < 2 + 𝜖 if 𝜖 > 0 is small enough, as is shown in [5].
In a similar vein, and provided one takes 𝑓 to be the constant 𝑓 = 𝑛

𝑛
2 , in [6, Cor. 9.1] it is shown that for each 𝑎 ≥ 0 and 𝑛 ∈ N,

there is a constant 𝛿 = 𝛿(𝑛, 𝑎) ∈ [0, 1) such that if 𝛺 ⊂ R𝑛

∫𝛺
|∇𝜑|𝑎(|∇𝜑|𝑛 − 𝑛

𝑛
2 det ∇𝜑) d𝑥 ≥ (1 − 𝛿)∫𝛺

|∇𝜑|𝑛+𝑎 d𝑥 ∀𝜑 ∈ 𝑊 1,𝑛+𝑎
0 (𝛺,R𝑛). (1.5)

he authors of [6] refer to this as mean coercivity, and we can link our work to it in the following way. For example, we show in
roposition 3.4 that for two state 𝑓 of the form 𝑓 =𝑀𝜒𝛺, where 𝛺 ⊂ 𝑄 is measurable and satisfies a mild technical condition, the
unctional

𝐼𝑛(𝜑) ∶= ∫𝑄
|∇𝜑|𝑛 +𝑀𝜒

𝛺
det ∇𝜑 d𝑥 (1.6)

s nonnegative on 𝑊 1,𝑛
0 (𝑄;R𝑛) if and only if |𝑀| ≤ 2𝑐𝑛. It follows that if 𝑀 < 2𝑐𝑛 then in fact

𝐼𝑛(𝜑) ≥
(

1 −
|𝑐𝑛|
2

)

∫𝑄
|∇𝜑|𝑛 d𝑥

or all 𝜑 ∈ 𝑊 1,𝑛
0 (𝑄;R𝑛), which is a form of mean coercivity in which we can even specify the prefactor in the right-hand side. One

an do likewise with the functionals we consider in Section 4. We also refer the reader to [7,8], in particular, for their deep results
n mean coercivity and the pivotal role played there by Hadamard’s pointwise inequality.

One can also view the functional in (1.1) as a general form of an ‘excess functional’ associated with an energy 𝐸 and a
suitably-defined stationary point 𝑢0, say, so that

𝐸(𝑢) = 𝐸(𝑢0) + 𝐼𝑛(𝜑),

with 𝜑 = 𝑢 − 𝑢0. This is the situation discussed in [9,10] where, in both cases, the functional 𝐼𝑛 is of the form (1.1), 𝑓 = 𝐶 ln(| ⋅ |),
𝐶 is constant, and the domain of integration is the unit ball in R2. For large enough 𝐶, [9, Proposition 3.5 (i)] shows that (HIM)
fails; by contrast, it can be deduced from [10, Theorem 1.2] that, for sufficiently small 𝐶, (HIM) holds.

If 𝑓 is positively zero homogeneous, i.e., 𝑓 (𝑥) = 𝑓 (𝑘𝑥) for all 𝑥 ∈ 𝑄 and all 𝑘 ≥ 0 then 𝐼𝑛 ≥ 0 on 𝑊 1,𝑛
0 (𝑄;R𝑛) is a necessary

condition for sequential weak lower semicontinuity of 𝐼 on that space. Indeed, we can assume that 𝐵(0, 1) ⊂ 𝑄 where 𝐵(0, 1) is the
unit ball in R𝑛 centered at the origin. Then extend 𝜑 ∈ 𝑊 1,𝑛

0 (𝐵(0, 1);R𝑛) by zero to the whole space. Note that if we take 𝜑𝑘(𝑥) = 𝜑(𝑘𝑥)
then get 𝐼𝑛(𝜑𝑘) = 𝐼𝑛(𝜑) for all 𝑘, while 𝜑𝑘 ⇀ 0 still holds and we get ∇𝜑𝑘 → 0 in measure. However, lim𝑘→∞ 𝐼𝑛(𝜑𝑘) = 𝐼𝑛(𝜑) ≥ 0 by
lower semicontinuity. Hence, (HIM) can be seen as an inhomogeneous version of (Morrey’s) quasiconvexity [11].

Our ultimate goal is to find conditions on 𝑓 that are both necessary and sufficient for the (HIM) inequality to hold. While we
consider this task complete in the case of two-state 𝑓 , we are still far from such a characterization in general. Thus, we study a
variety of choices of 𝑓 for which (HIM) holds and is, in particular, strictly better than the best possible inequality that can be derived
using the pointwise Hadamard inequality (1.2) alone. We find that in these more complex cases, each corresponding to a choice of
piecewise continuous 𝑓 , it is a subtle combination of the ‘geometry’ of the subdomains on which 𝑓 is constant and the sizes of the
jumps themselves that determine whether (HIM) holds. For instance, let 𝑄 = [−1, 1]2, let 𝑄1 be the first (or positive) quadrant, and
let 𝑄2, 𝑄3, 𝑄4 be the other quadrants labeled anticlockwise from 𝑄1, see Fig. 1.

Then the corresponding functional

𝐼2(𝜑) = |∇𝜑|2 d𝑥 +
√

8 det ∇𝜑 d𝑥 −
√

8 det ∇𝜑 d𝑥
2

∫𝑄 ∫𝑄3
∫𝑄1
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Fig. 1. Distribution of 𝑓 yielding 𝐼(𝜑) ≥ 0 for any 𝜑 ∈ 𝑊 1,2
0 (𝑄;R2).

is nonnegative on 𝑊 1,2
0 (𝑄;R2). See Proposition 4.8 for details. Such a result is impossible to prove, at least as far as we can tell,

using the pointwise Hadamard inequality alone, and the example is optimal in the sense that if ±
√

8 is replaced by ±(
√

8 + 𝜖) for
any positive 𝜖 then there are 𝜑 such that 𝐼2(𝜑) < 0. This and other examples are discussed in more detail in Section 4.

1.1. Notation

For clarity, we use 𝜒𝑆 to represent the characteristic function of a set 𝑆. An 𝑛 × 𝑛 matrix is conformal provided |𝐴|𝑛 = 𝑐𝑛 det 𝐴,
and anticonformal if |𝐴|𝑛 = −𝑐𝑛 det 𝐴. Further, 𝑛 denotes the 𝑛-dimensional Lebesgue measure. All other notation is either standard
or else is defined when first used. The 2 × 2 matrix representing a rotation 𝜋∕2 radians anticlockwise is denoted by 𝐽 .

2. Preliminary remarks

At this point, we collect together some basic features of functionals of the form

𝐼𝑛(𝜑) ∶= ∫𝑄
|∇𝜑|𝑛 + 𝑓 det ∇𝜑 d𝑥, 𝜑 ∈ 𝑊 1,𝑛

0 (𝑄;R𝑛), (2.1)

where 𝑓 ∈ 𝐿∞(𝑄) and 𝑄 ⊂ R𝑛 is a bounded Lipschitz domain.

Proposition 2.1. Let 𝐼𝑛 be given by (2.1). Then the following are true:

(i) 𝐼𝑛(𝜆𝜑) = 𝜆𝑛𝐼𝑛(𝜑) for any 𝜆 > 0, and 𝐼𝑛(𝜑) is finite for every 𝜑 ∈ 𝑊 1,𝑛
0 (𝑄;R𝑛).

(ii) If 𝜑∗ is a stationary point then 𝐼𝑛(𝜑∗) = 0.
(iii) In general, the functional 𝐼𝑛 is not invariant with respect to changes of domain 𝑄. If 𝑄′ = 𝐹 (𝑄), where 𝐹 is conformal, then

𝐼𝑛(𝜑;𝑄) ∶= ∫𝑄′
|∇𝛷(𝑦)|𝑛 + 𝑓 ′(𝑦) det ∇𝛷(𝑦) d𝑦, (2.2)

where 𝛷 ∶= 𝜑◦𝐹−1 and 𝑓 ′ ∶= 𝑓◦𝐹−1.
(iv) If 𝑓 is constant then 𝐼𝑛(𝜑) ≥ 0 for every 𝜑 ∈ 𝑊 1,𝑛

0 (𝑄;R𝑛).

Proof. Part (i) is clear.
To see (ii), suppose 𝜑∗ ∈ 𝑊 1,𝑛

0 (𝑄;R𝑛) is a stationary point of the functional, so that

∫𝑄
𝑛|∇𝜑∗

|

𝑛−2∇𝜑∗ ⋅ ∇𝜁 + 𝑓 cof ∇𝜑∗ ⋅ ∇𝜁 d𝑥 = 0, 𝜁 ∈ 𝐶∞
𝑐 (𝑄;R𝑛). (2.3)

Since 𝐶∞
𝑐 (𝑄) is dense in 𝑊 1,𝑛

0 (𝑄;R𝑛), a straightforward approximation argument shows that the weak form (2.3) holds for 𝜁 in
𝑊 1,𝑛

0 (𝑄;R𝑛). Now take 𝜁 = 𝜑∗ and apply the identity cof ∇𝜑∗ ⋅ ∇𝜑∗ = 𝑛 det ∇𝜑∗, so that (2.3) becomes 𝑛𝐼𝑛(𝜑∗) = 0. Hence (ii).
For (iii), (2.2) follows by making the prescribed change of variables and bearing in mind that ∇𝐹 𝑇∇𝐹 = (det ∇𝐹 )𝟏 when 𝐹 is a
conformal map. It should now be clear that changing the domain changes 𝑓 .

Finally, (iv) follows from the fact that ∫𝑄 det ∇𝜑 d𝑥 = 0, cf. [1], for instance. □

We remark that (i) or (ii) imply in particular that if the functional 𝐼𝑛 attains a minimum in 𝑊 1,𝑛
0 (𝑄;R𝑛) then the value of the

minimum is zero and (HIM) is automatic. Note, however, that the functional is not necessarily ‘coercive enough’ to guarantee that
a minimum is attained. This is one of the reasons why (HIM) is interesting: we obtain results that are consistent with but do not
depend upon the coercivity just mentioned.

We now derive a necessary condition on 𝑓 for the functional 𝐼𝑛 to be nonnegative. Let 𝑂(𝑛) be the set of rotations and reflections
𝑛×𝑛 1,𝑛 𝑛 𝑛
3

in R . Let 𝜑 ∈ 𝑊0 (𝛺;R ) satisfy ∇𝜑 ∈ 𝑂(𝑛) almost everywhere in 𝛺 ⊂ 𝑄 where 𝛺 ⊂ R is a Lipschitz domain. The existence
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of such 𝜑 follows from [12, p. 199 and Rem.2.4]. Let 𝛺± = {𝑥 ∈ 𝛺 ∶ det ∇𝜑(𝑥) = ±1} and observe that, since det ∇𝜑 is a null
Lagrangian, it must hold that 𝑛(𝛺−) = 𝑛(𝛺+) = 𝑛(𝛺)∕2. Hence

𝐼𝑛(𝜑) = 𝑛𝑛∕2𝑛(𝛺) + ∫𝛺+
𝑓 (𝑥) d𝑥 − ∫𝛺−

𝑓 (𝑥) d𝑥

rearranges to

𝐼𝑛(𝜑) =
𝑛(𝛺)

2

(

2𝑛𝑛∕2 + −
∫𝛺+

𝑓 (𝑥) d𝑥 − −
∫𝛺−

𝑓 (𝑥) d𝑥
)

, (2.4)

hich thereby forms a necessary condition for 𝐼𝑛 ≥ 0. Here, −∫ denotes the mean value of the integrand on the respective set.
dapting this idea leads to the following result.

roposition 2.2. Let 𝐼𝑛 be given by (2.1) and assume that 𝐼𝑛 ≥ 0 on𝑊 1,𝑛
0 (𝑄;R𝑛). Let𝛺 ⊂ 𝑄 be a Lipschitz domain and let 𝜑 ∈ 𝑊 1,𝑛

0 (𝛺;R𝑛)
atisfy ∇𝜑 ∈ 𝑂(𝑛) almost everywhere in 𝛺. Then it is necessary that

|

|

|

|

−
∫𝛺+

𝑓 (𝑥) d𝑥 − −
∫𝛺−

𝑓 (𝑥) d𝑥
|

|

|

|

≤ 2𝑛𝑛∕2. (2.5)

roof. The argument above shows that

𝐼𝑛(𝜑) =
𝑛(𝛺)

2

(

2𝑛𝑛∕2 − −
∫𝛺+

𝑓 (𝑥) d𝑥 + −
∫𝛺−

𝑓 (𝑥) d𝑥
)

. (2.6)

eplacing 𝜑 by 𝜙 ∶= (−𝜑1, 𝜑2,…), we find that the roles of 𝛺+ and 𝛺− are exchanged, i.e.

𝛺± = {𝑥 ∈ 𝛺 ∶ det ∇𝜙 = ∓1},

hich leads directly to

𝐼𝑛(𝜙) =
𝑛(𝛺)

2

(

2𝑛𝑛∕2 − −
∫𝛺−

𝑓 (𝑥) d𝑥 + −
∫𝛺+

𝑓 (𝑥) d𝑥
)

. (2.7)

utting (2.6) and (2.7) together gives (2.5). □

. Two-state 𝒇

In this section, we assume that 𝑓 takes only two values in 𝑄 ∶= (−1, 1)𝑛, i.e., that 𝑓 =𝑀𝜒𝛺, where 𝑀 ∈ R, 𝛺 is a strict subset of
𝑄 that is open, and 𝜒𝛺 is the characteristic function of 𝛺 in 𝑄. Our aim is to show that, under a relatively mild regularity assumption
on 𝜕𝛺, the functional

𝐼𝑛(𝜑) ∶= ∫𝑄
|∇𝜑|𝑛 +𝑀𝜒𝛺 det ∇𝜑𝑑𝑥 (3.1)

is nonnegative on 𝑊 1,𝑛
0 (𝑄,R𝑛) if and only if |𝑀| ≤ 2𝑐𝑛, where 𝑐𝑛 is the constant appearing in the pointwise Hadamard inequality

(1.2). In fact, to show that 𝐼𝑛 ≥ 0 on 𝑊 1,𝑛
0 (𝑄,R𝑛) if |𝑀| ≤ 2𝑐𝑛 and 𝛺 is measurable is very easy because

𝐼𝑛(𝜑) = 𝐼𝑛(𝜑) −
𝑀
2 ∫𝑄

det ∇𝜑 d𝑥

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=0

= ∫𝛺
|∇𝜑|𝑛 + 𝑀

2
det ∇𝜑 d𝑥 + ∫𝑄⧵𝛺

|∇𝜑|𝑛 − 𝑀
2

det ∇𝜑 d𝑥 (3.2)

nd both terms on the right-hand side are nonnegative in view of the pointwise Hadamard inequality. The regularity assumption
nables us, via a blow-up argument, to prove that the sequential weak lower semicontinuity of 𝐼𝑛 is equivalent to that of the special
unctional

𝐼+𝑛 (𝜑) ∶= ∫𝑄
|∇𝜑|𝑛 +𝑀𝜒𝑄+ det ∇𝜑𝑑𝑥, (3.3)

hich, in turn, holds if and only if 𝐼+𝑛 ≥ 0 on 𝑊 1,𝑛
0 (𝑄,R𝑛), i.e. if and only if a particular form of (HIM) holds. Here, 𝑄+ ∶= {𝑥 ∈

∶ 𝑥𝑛 ≥ 0}, and it is worth emphasizing that the prefactor 𝑀 is exactly the same in both (3.1) and (3.3). Thus, by these steps,
he nonnegativity of 𝐼𝑛 on 𝑊 1,𝑛

0 (𝑄;R𝑛) is equivalent to the nonnegativity of 𝐼+𝑛 on the same space. We shall see in Proposition 3.2
elow that in fact

𝐼+𝑛 (𝜑) ≥ 0 ∀𝜑 ∈ 𝑊 1,𝑛
0 (𝛺,R𝑛) ⟺ |𝑀| ≤ 2𝑐𝑛,

result whose proof serves to connect our work with the literature on quasiconvexity at the boundary [4].
It is convenient to divide the present section into two: Section 3.1 deals exclusively with the nonnegativity of the special

+, while Section 3.2 focuses on 𝐼 .
4

unctional 𝐼𝑛 𝑛
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3.1. The nonnegativity of 𝐼+𝑛

The following result was proved by Mielke and Sprenger in [3, Thm. 5.1] for 𝑛 = 2. Proposition 3.1 extends this result to any
𝑛 ≥ 2. If 𝛤 represents the plane {𝑥 ∈ R𝑛 ∶ 𝑥𝑛 = 0} we define

𝑊 1,𝑛
𝛤 (𝑄+,R𝑛) = {𝜙 ∈ 𝑊 1,𝑛(𝑄+;R𝑛) ∶ 𝜙 = 0 on 𝜕𝑄+ ⧵ 𝛤 }. (3.4)

roposition 3.1. Let 𝑛 ≥ 2 and let the functional 𝐼++𝑛 be given by

𝐼++𝑛 (𝜑) ∶= ∫𝑄+
|∇𝜑|𝑛 + 𝑐 det ∇𝜑 d𝑥. (3.5)

hen 𝐼++(𝜑) ≥ 0 for all 𝜑 ∈ 𝑊 1,𝑛
𝛤 (𝑄+,R𝑛) if and only if |𝑐| ≤ 𝑐𝑛.

roof. That the stated condition is sufficient for the nonnegativity of 𝐼++𝑛 is a direct consequence of inequality (1.2). The ‘only
f’ part of the proposition can be proved by contraposition, as follows. Firstly, by exchanging the first component 𝜑0

1 with −𝜑0
1 if

necessary, we may assume that 𝑐 ≥ 0. Then we suppose that 𝑐 > 𝑐𝑛, and find 𝛷 ∈ 𝑊 1,𝑛
𝛤 (𝑄+,R𝑛) such that 𝐼++𝑛 (𝛷) < 0 as follows.

Let 𝐻± = {𝑥 ∈ R𝑛 ∶ ±𝑥𝑛 > 0}. Let 𝑒𝑛 be the 𝑛th canonical basis vector, let 𝛿 > 0 and set 𝑎 = −𝛿𝑒𝑛. Define for 𝑥 ∈ 𝐻+ the function

𝜑0(𝑥) = 𝐴 𝑥 − 𝑎
|𝑥 − 𝑎|2

,

where 𝐴 is a fixed 𝑛 × 𝑛 matrix to be chosen shortly. Then

∇𝜑0(𝑥) = 𝐴
|𝑥 − 𝑎|2

(𝟏 − 2𝜈(𝑥)⊗ 𝜈(𝑥))

provided 𝜈(𝑥) = 𝑥−𝑎
|𝑥−𝑎| . The matrix 𝑃 ∶= (𝟏 − 2𝜈(𝑥) ⊗ 𝜈(𝑥)) obeys 𝑃 2 = 𝟏 and det 𝑃 = −1. Choosing 𝐴 so that it belongs to the set

𝑂+(𝑛) of conformal matrices gives

−𝑐𝑛 det ∇𝜑0 = |∇𝜑0
|

𝑛,

nd we see that the integrand of 𝐼+𝑛 (𝜑0) obeys

𝐹 (∇𝜑0) = |∇𝜑0
|

𝑛 + 𝑐 det ∇𝜑0

= −
(

𝑐
𝑐𝑛

− 1
)

|∇𝜑0
|

𝑛,

hich, other than the fact that 𝜑0 fails to have compact support in 𝑄+, would suffice to complete the proof. The remaining step
remedies this using a cut-off argument and by allowing the singularity at 𝑎 = −𝛿𝑒𝑛 to approach the boundary 𝛤 of 𝐻+.

Let 𝑅0 > 𝛿 be constant, and let 𝜂 ∶ [0,∞) → [0, 1] be a smooth cut-off function such that 𝜂(𝑠) = 1 for 0 ≤ 𝑠 ≤ 𝑅0, 𝜂(𝑠) = 0 for
≥ 2𝑅0 and |𝜂′(𝑠)| ≤ 1

𝑅0
. Let 𝜑(𝑥) = 𝜂(|𝑥|)𝜑0(𝑥) and note that ∇𝜑(𝑥) = 𝜂(|𝑥|)∇𝜑0(𝑥) + 𝜂′(|𝑥|)𝜑0(𝑥)⊗ 𝑥

|𝑥| for 𝑥 ∈ 𝐻+. In 𝐵(0, 𝑅0), 𝜑
oincides with 𝜑0, so

∫𝐵(0,𝑅0)∩𝐻+
𝐹 (∇𝜑) d𝑥 = −

(

𝑐
𝑐𝑛

− 1
)

∫𝐵(0,𝑅0)∩𝐻+
|∇𝜑0

|

2 d𝑥

= −
(

𝑐
𝑐𝑛

− 1
)

∫𝐵(0,𝑅0)∩𝐻+

|𝐴|𝑛

|𝑥 − 𝑎|2𝑛
d𝑥.

ow

∫𝐵(0,𝑅0)∩𝐻+

𝑑𝑥
|𝑥 − 𝑎|2𝑛

≥ 𝐶 ∫

𝑅0

0

𝜌𝑛−1

(𝜌 + 𝛿)2𝑛
d𝜌

= 𝐶 ∫

𝑅0

𝛿

(

𝜌
𝜌 + 𝛿

)𝑛−1 1
(𝜌 + 𝛿)𝑛+1

𝑑𝜌

≥ 21−𝑛𝐶 ∫

𝑅0

𝛿

1
(𝜌 + 𝛿)𝑛+1

d𝜌

= 21−2𝑛𝐶
𝑛

(

𝛿−𝑛 − 2𝑛(𝑅0 + 𝛿)−𝑛
)

,

here 𝐶 is a constant depending only on the angular part of the integral, and is hence dependent only on 𝑛. Let 𝜔 = (𝐵2𝑅 ⧵𝐵𝑅)∩𝐻+.
he other contributor to 𝐼+(𝜑) is such that, as long as 𝑅0 ≥ 2𝛿, say, then

|

|

|

|

∫𝜔
𝐹 (∇𝜑) d𝑥

|

|

|

|

d𝑥 ≤ 𝐶 ′
∫𝛺

|∇𝜑|𝑛 d𝑥

≤ 𝐶 ′
|∇𝜑0

|

𝑛 +
|𝜑0

|

𝑛

𝑛 d𝑥
5

∫𝜔 𝑅0
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I

≤ 𝐶 ′

(

∫𝜔
𝑑𝑥

|𝑥 − 𝑎|2𝑛
+ ∫𝜔

d𝑥
𝑅𝑛0|𝑥 − 𝑎|

𝑛

)

≤ 𝐶 ′ ((𝑅0 − 𝛿)−𝑛 − (2𝑅0 − 𝛿)−𝑛
)

,

here 𝐶 ′ is a constant depending only on 𝑛 and which may change from line to line.
Hence, for positive constants 𝑎1 and 𝑎2 depending only on 𝑛, we have

𝐼++𝑛 (𝜑) ≤ −
(

𝑐
𝑐𝑛

− 1
)

𝑎1
(

𝛿−𝑛 − 2𝑛(𝑅0 + 𝛿)−𝑛
)

+ 𝑎2
(

(𝑅0 − 𝛿)−𝑛 − (2𝑅0 − 𝛿)−𝑛
)

,

he right-hand side of which is, for fixed 𝑐 > 𝑐𝑛, suitably small 𝛿 and suitably large 𝑅0, negative. The function

𝛷(𝑥) ∶= 1
2𝑅0

𝜑(2𝑅0𝑥)

belongs to 𝑊 1,𝑛
𝛤 (𝑄+,R𝑛) and it obeys 𝐼++(𝛷) < 0. □

Hence, taking 𝐹 ∈ R𝑛×𝑛, 𝐹 ↦ |𝐹 |𝑛 + 𝑐 det 𝐹 is quasiconvex at the boundary for any normal if and only if |𝑐| ≤ 𝑐𝑛, i.e., only if it
is pointwise nonnegative. This extends the result from [3] to any dimension.

We can now prove the main result of this subsection.

Proposition 3.2. The functional 𝐼+𝑛 given by (3.3) is nonnegative on 𝑊 1,𝑛
0 (𝑄;R𝑛) if and only if |𝑀| ≤ 2𝑐𝑛.

Proof. Given 𝜑 ∈ 𝑊 1,𝑛
𝛤 (𝑄+;R𝑛) let 𝜓 ∈ 𝑊 1,𝑛

0 (𝑄;R𝑛) be defined as follows:

𝜓(𝑥) =

{

𝜑(𝑥) if 𝑥 ∈ 𝑄+ ,
𝜑(𝑥1, 𝑥2,… ,−𝑥𝑛) if 𝑥 ∈ 𝑄 ⧵𝑄+ .

(3.6)

Notice that

∫𝑄+
|∇𝜓(𝑥)|𝑛 d𝑥 = ∫𝑄⧵𝑄+

|∇𝜓(𝑥)|𝑛 d𝑥,

∫𝑄+
det ∇𝜓(𝑥) d𝑥 = −∫𝑄⧵𝑄+

det ∇𝜓(𝑥) d𝑥,

∫𝑄
det ∇𝜓(𝑥) d𝑥 = 0.

We calculate

𝐼+𝑛 (𝜓) = ∫𝑄
|∇𝜓|𝑛 d𝑥 +𝑀 ∫𝑄+

det ∇𝜓 d𝑥

= ∫𝑄+
|∇𝜓|𝑛 d𝑥 + 𝑀

2 ∫𝑄+
det ∇𝜓 d𝑥 + ∫𝑄⧵𝑄+

|∇𝜓|𝑛 d𝑥 − 𝑀
2 ∫𝑄⧵𝑄+

det ∇𝜓 d𝑥

= 2
(

∫𝑄+
|∇𝜑|𝑛 d𝑥 + 𝑀

2 ∫𝑄+
det ∇𝜑 d𝑥

)

.

t follows from Proposition 3.1, however, that for every 𝑀 ∈ R such that |𝑀| > 2𝑐𝑛 there is 𝜑𝑀 ∈ 𝑊 1,𝑛
𝛤 (𝑄+;R𝑛) satisfying

∫𝑄+
|∇𝜑𝑀 |

𝑛 d𝑥 + 𝑀
2 ∫𝑄+

det ∇𝜑𝑀 d𝑥 < 0,

i.e., 𝐼+𝑛 (𝜓𝑀 ) < 0 with 𝜓𝑀 defined by means of 𝜑𝑀 in (3.6). Sufficiency was already shown. □

Remark 3.3. The set 𝑄+ is called the standard boundary domain in [4]. The integrand of 𝐼++𝑛 is quasiconvex at the boundary at
zero with respect to the normal −𝑒𝑛 = (0,… ,−1) if and only if |𝑀| ≤ 𝑐𝑛. Quasiconvexity at the boundary forms a necessary condition
for minimizers in elasticity. In fact, this property does not depend on the integration domain and 𝑄+ can be replaced by a half-ball
𝐷−𝑒𝑛 = {𝑥 ∈ 𝐵(0, 1) ∶ 𝑥𝑛 > 0}, where 𝐵(0, 1) is the unit ball centred at the origin defined by the Frobenius norm, for instance. The
set 𝑊 1,𝑛

𝛤 (𝑄+;R𝑛) must then be replaced by

{𝜑 ∈ 𝑊 1,𝑛(𝐵;R𝑛) ∶ 𝜑 = 0 on 𝜕𝐷−𝑒𝑛 ⧵ {𝑥𝑛 = 0}}.

We refer to [3,4] for details. It is easy to see that the normal −𝑒𝑛 above can be replaced by any other unit vector which just means
that the function 𝐹 ↦ |𝐹 |𝑛 +𝑀 det 𝐹 is quasiconvex at the boundary at zero with respect to any normal if and only if |𝑀| ≤ 𝑐𝑛.

3.2. Nonnegativity of 𝐼𝑛

In this subsection, we assume that 𝛺 ⊂ 𝑄 is an open set such that there is a point 𝑥0 ∈ 𝜕𝛺 ⧵ 𝜕𝑄 at which the unit outer normal
to 𝜕𝛺 exists.
6
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Proposition 3.4. Let 𝐼𝑛 be as in (3.1). If |𝑀| > 2𝑐𝑛 then there is 𝜑 ∈ 𝑊 1,𝑛
0 (𝑄;R𝑛) such that 𝐼𝑛(𝜑) < 0. In particular, 𝐼𝑛(𝜑) ≥ 0 for all

𝜑 ∈ 𝑊 1,𝑛
0 (𝑄;R𝑛) if and only if |𝑀| ≤ 2𝑐𝑛.

roof. We assume without loss of generality that 𝜈 ∈ R𝑛 is the outer unit normal to 𝜕𝛺 at 𝑥0 = 0. Consider 𝑟 > 0 so small that
(0, 𝑟) ⊂ 𝑄, take 𝜓 ∈ 𝑊 1,𝑛

0 (𝐵(0, 𝑟);R𝑛), extend it by zero to the whole R𝑛 and define 𝜑𝑘(𝑥) = 𝜓(𝑘𝑥) for every 𝑘 ∈ N. Moreover, let
𝐷𝜈 = {𝑥 ∈ 𝐵(0, 𝑟) ∶ 𝑥 ⋅ 𝜈 > 0}.

𝐼𝑛(𝜑𝑘) = ∫𝑄
|∇𝜑𝑘|

𝑛 d𝑥 +𝑀 ∫𝛺
det ∇𝜑𝑘 d𝑥

= ∫𝐵(0,𝑟)
𝑘𝑛|∇𝜓(𝑘𝑥)|𝑛 d𝑥 +𝑀𝑘𝑛 ∫𝛺∩𝐵(0,𝑟)

det ∇𝜓(𝑘𝑥) d𝑥

= ∫𝐵(0,𝑟)
|∇𝜓|𝑛 d𝑥 +𝑀 ∫{𝑘𝑥∶𝑥∈𝛺∩𝐵(0,𝑟)}

det ∇𝜓 d𝑥

→ ∫𝐵(0,𝑟)
|∇𝜓|𝑛 d𝑥 +𝑀 ∫𝐷𝜈

det ∇𝜑 d𝑥. (3.7)

If |𝑀| > 2𝑐𝑛 we can find 𝜓 ∈ 𝑊 1,𝑛
0 (𝐵(0, 𝑟);R𝑛) such that the last term is negative; cf. Remark 3.3. This implies that there is

𝜑𝑘 ∈ 𝑊 1,𝑛(𝑄;R𝑛) such that 𝐼𝑛(𝜑𝑘) < 0. □

4. Insulation and point-contact problems

The purpose of this section is to demonstrate concretely that, in the planar case 𝑛 = 2, there are functionals of the form

𝐼(𝜑) = ∫𝛺
|∇𝜑|2 + 𝑓 (𝑥) det ∇𝜑(𝑥) d𝑥

or which (HIM) holds and where the total variation in 𝑓

𝛿𝑓 ∶= ess sup{|𝑓 (𝑥) − 𝑓 (𝑦)| ∶ 𝑥, 𝑦 ∈ 𝛺}

obeys 𝛿𝑓 > 4. When 𝛿𝑓 ≤ 4, (HIM) holds straightforwardly, so the arguments in Sections 4.1 and 4.2 are necessarily much more
delicate. We infer from both examples that there is a subtle interplay between the geometry of the domain, here understood to be
the regions on which 𝑓 is constant, and the values taken by 𝑓 there. We distinguish the problems we consider by the manner in
which the regions where 𝑓 is constant interact: in a pure ‘insulation problem’ the regions 𝑓−1(±𝑐) lie at a positive distance from
one another and are separated by 𝑓−1(0), whereas in a point-contact insulation problem the regions 𝑓−1(±𝑐) meet in a point and
are otherwise separate.

Section 4.1 concerns the pure insulation problem, in which we divide a rectangular domain 𝛺 into three adjacent regions 𝛺𝑙 , 𝛺𝑚
and 𝛺𝑟, say, and set

𝑓 ∶= −𝑐𝜒𝛺𝑙 + 𝑐𝜒𝛺𝑟 , (4.1)

where 𝑐 is constant. In order that 𝛿𝑓 > 4 we must take 𝑐 > 2, but, as we know from Section 3, a jump of 2𝑐 > 4 would then be
incompatible with (HIM) were the regions 𝛺𝑙 and 𝛺𝑟 to share a common boundary. Thus the role of the middle region 𝛺𝑚 is to
‘insulate’ 𝛺𝑙 from 𝛺𝑟, and the force of Proposition 4.5 is that, for the particular choice of 𝛺, 𝛺𝑙, 𝛺𝑚 and 𝛺𝑟 described there, there
are 𝑐 > 2 such that (HIM) holds. We also remark in Proposition 4.7 that, given a ‘three-state’ 𝑓 as described in (4.1), the ‘insulation
strip’ cannot be arbitrarily small.

Section 4.2 describes in detail a point-contact insulation problem. We produce a three-state 𝑓 with 𝛿𝑓 = 2
√

8 and for which
(HIM) holds. The result is optimal in that if the geometry of the sets 𝑓−1(0) and 𝑓−1(±𝑐) is retained but the constant c is chosen
larger in modulus than

√

8, then the associated functional can be made negative and (HIM) fails. See Section 4.2 for details.

.1. The pure insulation problem

We now focus on the domain

𝛺 ∶= 𝑅−2 ∪ 𝑅−1 ∪ 𝑅1 ∪ 𝑅2

ormed of four rectangles arranged in a row, as shown in Fig. 4.2.
In the notation introduced above, we therefore have

𝛺𝑙 = 𝑅−2, 𝛺𝑚 = 𝑅−1 ∪ 𝑅1, 𝛺𝑟 = 𝑅2,

ith the middle region 𝛺𝑚 playing the role of an ‘insulating’ layer.
Let 𝑐 > 0 be constant, define the piecewise constant function 𝑓 by

𝑓 (𝑥) ∶= −𝑐𝜒 + 𝑐𝜒 , (4.2)
7
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Fig. 4.2. Distribution of rectangles.

and form the functional

𝐼(𝜑, −𝑐 0 0 𝑐 ) ∶= ∫𝛺
|∇𝜑|2 + 𝑓 (𝑥) det ∇𝜑(𝑥) d𝑥. (4.3)

= ∫𝛺
|∇𝜑|2 d𝑥 + 𝑐 ∫𝑅2

det ∇𝜑 d𝑥 − 𝑐 ∫𝑅−2

det ∇𝜑 d𝑥.

It is useful to write the functional 𝐼(𝜑, −𝑐 0 0 𝑐 ) in terms of the odd and even parts of 𝜑, which we now do.

Lemma 4.1. Let 𝜑 belong to 𝑊 1,2
0 (𝛺,R2) and let 𝑓 and 𝑔 be, respectively, the even and odd parts of 𝜑. Then

1
2
𝐼(𝜑, −𝑐 0 0 𝑐 ) (4.4)

= ∫𝑅1

|∇𝑓 |2 + |∇𝑔|2 d𝑥 + ∫𝑅2

|∇𝑔|2 + |∇𝑓 |2 + 𝑐 cof ∇𝑓 ⋅ ∇𝑔 d𝑥.

In particular, if we set

𝛤0 ∶= {0} × [−1∕2, 1∕2], 𝛤1 ∶= {1
2
} × [−1∕2, 1∕2],

with 𝑓0 = 𝑓 ⏐
𝛤0

, 𝑓1 = 𝑓 ⏐
𝛤1

, then the estimate

1
2
𝐼(𝜑, −𝑐 0 0 𝑐 ) ≥ ∫𝑅1

|∇𝐹1|
2 d𝑥 +

(

1 − 𝑐2

4

)

∫𝑅2

|∇𝐹2|
2 d𝑥 (4.5)

holds, where each 𝐹𝑗 is harmonic on 𝑅𝑗 and obeys 𝐹𝑗 ⏐𝛤1= 𝑓1 for 𝑗 = 1, 2.

Proof. By approximating a general 𝜑 in 𝑊 1,2
0 (𝑄,R2) with smooth, compactly supported maps, we may assume in the following that

𝜑 belongs to 𝐶∞
𝑐 (𝑄;R2). In particular, the traces 𝑓0 = 𝜑

𝛤0
and 𝑓1 = 𝜑

𝛤1
are well defined. Let 𝜙1 be the harmonic extension of 𝜑

𝜕𝑅1
,

with a similar definition for 𝜙2. Then

∫𝑅1

|∇𝜑|2 d𝑥 ≥ ∫𝑅1

|∇𝜙1|
2 d𝑥

and

∫𝑅2

|∇𝜑|2 d𝑥 ≥ ∫𝑅2

|∇𝜙2|
2 d𝑥.

Noting that det ∇𝜑 is a null Lagrangian, we also have

∫𝑅𝑗
det ∇𝜑 d𝑥 = ∫𝑅𝑗

det ∇𝜙𝑗 d𝑥 𝑗 = 1, 2.

Hence,

∫𝑅1∪𝑅2

|∇𝜑|2 + 𝑐𝜒
𝑅2

det ∇𝜑 d𝑥 ≥ ∫𝑅1

|∇𝜙1|
2 d𝑥 + ∫𝑅2

|∇𝜙2|
2 + 𝑐 det ∇𝜙2 d𝑥.

It follows that, in bounding the functional 𝐼(𝜑, −𝑐 0 0 𝑐 ) below, we may assume without loss of generality that 𝜑 is harmonic
on each of 𝑅1 and 𝑅2. Henceforth, we replace 𝜙1 and 𝜙2 with 𝜑 and assume that the last of these is harmonic in each of 𝑅1 and 𝑅2.

To prove (4.4), write 𝜑 = 𝑓 + 𝑔 and use the facts that ∇𝑓 and ∇𝑔 are, respectively, odd and even functions, to see that

|∇𝜑|2 d𝑥 = 2 |∇𝑓 |2 + |∇𝑔|2 d𝑥 + 2 |∇𝑓 |2 + |∇𝑔|2 d𝑥. (4.6)
8

∫𝛺 ∫𝑅1
∫𝑅2



Nonlinear Analysis 243 (2024) 113523J. Bevan et al.

i

a

f
b

(
(

e

𝑊

f

L

i

Making use of the expansion

det ∇𝜑 = det ∇𝑓 + det ∇𝑔 + cof ∇𝑓 ⋅ ∇𝑔,

the determinant terms can be handled similarly, giving

∫𝑅2

det ∇𝜑 d𝑥 − ∫𝑅−2

det ∇𝜑 d𝑥 = 2∫𝑅2

cof ∇𝑓 ⋅ ∇𝑔 d𝑥. (4.7)

To obtain (4.4), combine (4.6) and (4.7).
Now, the rightmost integrand of (4.4) obeys, pointwise1

|∇𝑓 |2 + |∇𝑔|2 + 𝑐 cof ∇𝑓 ⋅ ∇𝑔 ≥
(

1 − 𝑐2

4

)

|∇𝑓 |2,

from which the estimate
1
2
𝐼(𝜑, −𝑐 0 0 𝑐 ) ≥ ∫𝑅1

|∇𝑓 |2 + |∇𝑔|2 d𝑥 +
(

1 − 𝑐2

4

)

∫𝑅2

|∇𝑓 |2 d𝑥. (4.8)

s obtained. Finally, (4.5) follows by dropping the term ∫𝑅1
|∇𝑔|2 d𝑥 and by adopting the notation 𝐹𝑗 ⏐𝛤1= 𝑓1 for 𝑗 = 1, 2. □

The two Dirichlet energies appearing in (4.5) are linked by the condition that

𝐹𝑗 ⏐𝛤1= 𝑓1 𝑗 = 1, 2,

nd we claim that this link is enough to make the two quantities comparable in the sense that

∫𝑅1

|∇𝐹1|
2 d𝑥 ≥ 𝛾 ∫𝑅2

|∇𝐹2|
2 d𝑥

or some 𝛾 > 0 that is independent of 𝑓1. To prove the claim we begin by setting out two auxiliary Dirichlet problems on the unit
all 𝐵(0, 1) ⊂ R2 as follows. Suppose that ℎ ∶ [0, 𝜋] → R2 is such that

H1) ℎ has compact support in the interval 𝜔 ∶= [𝜋∕4, 3𝜋∕4] and ℎ belongs to 𝐻1([0, 𝜋]) and
H2) ℎ(𝜃) = ℎ(𝜋 − 𝜃) for 0 ≤ 𝜃 ≤ 𝜋.

Define ℎ± ∈ 𝐻1(R;R2) by

ℎ±(𝜃) =
{

ℎ(𝜃) if 0 ≤ 𝜃 ≤ 𝜋
±ℎ(𝜃 − 𝜋) if 𝜋 ≤ 𝜃 ≤ 2𝜋,

(4.9)

xtended periodically to R. We define the lift ℎ̃± ∶ S1 → R2 via

ℎ̃±(𝑥) ∶= ℎ±(𝜃) 𝑥 = (cos 𝜃, sin 𝜃).

Problem ⊕: Minimize D(𝑤) ∶= ∫𝐵 |∇𝑤|2 d𝑥 in {𝑤 ∈ 𝐻1(𝐵;R2) ∶ 𝑤 ⏐𝜕𝐵= ℎ̃+}.
Problem ⊖: Minimize D(𝑧) ∶= ∫𝐵 |∇𝑧|2 d𝑥 in {𝑧 ∈ 𝐻1(𝐵;R2) ∶ 𝑧 ⏐𝜕𝐵= ℎ̃−}.
Let 𝑊 and 𝑍 solve problems ⊕ and ⊖ respectively. By an application of Schwarz’s formula, we can express the components of
and 𝑍 in the form

𝑊𝑗 (𝑧) = Re (2𝐻+
𝑗 (𝑧) −𝐻

+
𝑗 (0)),

𝑍𝑗 (𝑧) = Re (2𝐻−
𝑗 (𝑧) −𝐻

−
𝑗 (0))

or 𝑗 = 1, 2, where

𝐻±(𝑧) ∶= 1
2𝜋 ∫

2𝜋

0

ℎ±(𝜃)
1 − 𝑧𝑒−𝑖𝜃

d𝜃.

etting

ℎ+(𝜃) =
𝑎+0
2

+
∞
∑

𝑘=1
𝑎+𝑘 cos(𝑘𝜃) + 𝑏

+
𝑘 sin(𝑘𝜃)

and

ℎ−(𝜃) =
∞
∑

𝑘=1
𝑎−𝑘 cos(𝑘𝜃) + 𝑏

−
𝑘 sin(𝑘𝜃)

1 For example, consider the function ℎ(𝐴,𝐵) ∶= |𝐴|2 + |𝐵|2 + 𝑐 cof 𝐴 ⋅𝐵 defined on pairs of 2 × 2 matrices, freeze 𝐴, say, and minimize ℎ(𝐴,𝐵) over 𝐵, which
9

s easily done since 𝐵 ↦ ℎ(𝐴,𝐵) is strongly convex.
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be the Fourier series representations of ℎ+ and ℎ− respectively, a direct calculation shows that

𝑊 (𝑅, 𝜃) =
𝑎+0
2

+
∞
∑

𝑘=1
(𝑎+𝑘 cos(𝑘𝜃) + 𝑏

+
𝑘 sin(𝑘𝜃))𝑅

𝑘,

and similarly for 𝑍. The Dirichlet energies D(𝑊 ,𝐵) and D(𝑍,𝐵) are then

D(𝑊 ,𝐵) = 𝜋
∞
∑

𝑘=1
𝑘(|𝑎+𝑘 |

2 + |𝑏+𝑘 |
2) (4.10)

D(𝑍,𝐵) = 𝜋
∞
∑

𝑘=1
𝑘(|𝑎−𝑘 |

2 + |𝑏−𝑘 |
2), (4.11)

which we recognize as being proportional to the (squared) 𝐻1∕2−norms of ℎ̃+ and ℎ̃− respectively. The following lemma can be
deduced from its continuous Fourier transform counterpart (see, for instance, [13, Prop. 3.4] in the case that 𝑠 = 1

2 .) We include
he proof for completeness.

emma 4.2. Let ℎ(𝜃) and its 2𝜋−periodic extension to R be represented by the Fourier series

ℎ(𝜃) =
𝐴0
2

+
∞
∑

𝑘=1
𝐴𝑘 cos(𝑘𝜃) + 𝐵𝑘 sin(𝑘𝜃) 0 ≤ 𝜃 ≤ 2𝜋.

Then provided the right-hand side of (4.12) is finite,

[ℎ]2
1
2

∶= ∫

2𝜋

0 ∫R
|ℎ(𝜃) − ℎ(𝜙)|2

(𝜃 − 𝜙)2
d𝜃 d𝜙 = 2𝜋2

∑

𝑘=1
𝑘(𝐴2

𝑘 + 𝐵
2
𝑘). (4.12)

Proof. Let 𝐺(𝜃, 𝜙) = ℎ(𝜃)−ℎ(𝜙)
𝜃−𝜙 and note that, by a simple change of variables,

∫

2𝜋

0 ∫R
𝐺(𝜃, 𝜙)2 d𝜃 d𝜙 = ∫

2𝜋

0 ∫R
𝐺(𝑧 + 𝜙, 𝜙)2 d𝑧 d𝜙

= ∫

2𝜋

0 ∫R
(ℎ(𝑧 + 𝜙) − ℎ(𝜙))2

𝑧2
d𝑧 d𝜙. (4.13)

e focus on showing that

∫R ∫

2𝜋

0

(ℎ(𝑧 + 𝜙) − ℎ(𝜙))2

𝑧2
d𝜙 d𝑧 = 2𝜋2

∑

𝑘=1
𝑘(𝐴2

𝑘 + 𝐵
2
𝑘) (4.14)

nder the assumption that its right-hand side is finite. Once this is done, Fubini-Tonelli will guarantee that the integrals in (4.13)
nd (4.14) coincide, from which the proof is easily concluded.

Now, a short calculation shows that

ℎ(𝜙 + 𝑧) − ℎ(𝜙)
𝑧

=
∞
∑

𝑘=1

𝑈𝑘(𝑧)
𝑧

cos(𝑘𝜙) +
𝑉𝑘(𝑧)
𝑧

sin(𝑘𝜙)

where

𝑈𝑘(𝑧) = 𝐴𝑘(cos(𝑘𝑧) − 1) + 𝐵𝑘 sin(𝑘𝑧),

𝑉𝑘(𝑧) = 𝐵𝑘(cos(𝑘𝑧) − 1) − 𝐴𝑘 sin(𝑘𝑧).

ince the right-hand side of (4.14) is finite, and since each of |𝑈𝑘(𝑧)| and |𝑉𝑘(𝑧)| can be bounded above by a fixed multiple of
𝐴𝑘| + |𝐵𝑘|, it is clear that for a.e. fixed 𝑧 the function 𝜙 ↦ 𝐺(𝑧 + 𝜙, 𝜙) =

∑∞
𝑘=1

𝑈𝑘(𝑧)
𝑧 cos(𝑘𝜙) + 𝑉𝑘(𝑧)

𝑧 sin(𝑘𝜙) belongs to 𝐿2(0, 2𝜋), and
oreover, by Parseval’s formula, that

∫

2𝜋

0
𝐺(𝑧 + 𝜙, 𝜙)2 d𝜙 = 𝜋

∞
∑

𝑘=1

𝑈2
𝑘 (𝑧) + 𝑉

2
𝑘 (𝑧)

𝑧2
(4.15)

= 2𝜋
∞
∑

𝑘=1
(𝐴2

𝑘 + 𝐵
2
𝑘)
(

1 − cos(𝑘𝑧)
𝑧2

)

. (4.16)

short calculation shows that for each 𝑘 ∈ N

∫R
1 − cos(𝑘𝑧)

𝑧2
d𝑧 = 𝜋𝑘,

nd an application of the monotone convergence theorem then yields

∫R
2𝜋

∞
∑

𝑘=1
(𝐴2

𝑘 + 𝐵
2
𝑘)
(

1 − cos(𝑘𝑧)
𝑧2

)

d𝑧 = 2𝜋2
∞
∑

𝑘=1
𝑘(𝐴2

𝑘 + 𝐵
2
𝑘). (4.17)

utting (4.15), (4.16) and (4.17) together gives (4.14), as desired. □
10
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Applying (4.12) to (4.10) and (4.11), we see that

D(𝑊 ,𝐵) = 1
𝜋
[ℎ+]2

1
2

, and (4.18)

D(𝑍,𝐵) = 1
𝜋
[ℎ−]2

1
2

. (4.19)

t turns out that [ℎ+]
1
2

and [ℎ−]2
1
2

are ‘comparable quantities’ in the following sense.

Proposition 4.3. Let ℎ satisfy (H1) and (H2). Then there is 𝛾0 > 0 independent of ℎ such that

[ℎ+]2
1
2

≥ 𝛾0[ℎ−]21
2

. (4.20)

roof. In the following, we let

𝛿(𝜃, 𝜙) ∶= ℎ(𝜃) − ℎ(𝜙)

𝜎(𝜃, 𝜙) ∶= ℎ(𝜃) + ℎ(𝜙)

nd 𝑇𝑛(𝜃, 𝜙) = (𝜃 − 𝜙 − 𝑛𝜋)−2 for all 𝑛 ∈ N and 𝜃, 𝜙 ∈ [0, 𝜋]. Using Lemma 4.2 and the definitions of ℎ±, a calculation shows that

1
2
[ℎ+]21

2
= ∫

𝜋

0 ∫

𝜋

0
𝛿2(𝜃, 𝜙)𝑇0(𝜃, 𝜑) d𝜃 d𝜙 + 2

∞
∑

𝑘=1
∫

𝜋

0 ∫

𝜋

0
𝛿2(𝜃, 𝜙)(𝑇2𝑘(𝜃, 𝜙) + 𝑇2𝑘−1(𝜃, 𝜙)) d𝜃 d𝜙

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑆+

1
2
[ℎ−]21

2
= ∫

𝜋

0 ∫

𝜋

0
𝛿2(𝜃, 𝜙)𝑇0(𝜃, 𝜑) d𝜃 d𝜙+

+ 2
∞
∑

𝑘=1
∫

𝜋

0 ∫

𝜋

0
𝛿2(𝜃, 𝜙)𝑇2𝑘(𝜃, 𝜙) d𝜃 d𝜙 + ∫

𝜋

0 ∫

𝜋

0
𝜎2(𝜃, 𝜙)𝑇2𝑘−1(𝜃, 𝜙) d𝜃 d𝜙

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑆−

,

Recall that sptℎ ⊂ 𝜔 = [𝜋∕4, 3𝜋∕4], denote by 𝜔̃ the complement of 𝜔 in [0, 𝜋] and consider

𝑆+ ≥
∞
∑

𝑘=1
∫𝜔 ∫𝜔̃

𝛿2(𝜃, 𝜙)𝑇2𝑘(𝜃, 𝜙) d𝜃 d𝜙 + ∫𝜔̃ ∫𝜔
𝛿2(𝜃, 𝜙)𝑇2𝑘(𝜃, 𝜙) d𝜃 d𝜙+

+ ∫𝜔 ∫𝜔̃
𝛿2(𝜃, 𝜙)𝑇2𝑘−1(𝜃, 𝜙) d𝜃 d𝜙 + ∫𝜔̃ ∫𝜔

𝛿2(𝜃, 𝜙)𝑇2𝑘−1(𝜃, 𝜙) d𝜃 d𝜙,

which uses the fact that (𝜔̃ × 𝜔) ∪ (𝜔 × 𝜔̃) ⊂ [0, 1]2 and that the two sets forming the union are disjoint. Notice that

(ℎ(𝜃) − ℎ(𝜙))2 =
{

ℎ2(𝜃) if (𝜃, 𝜙) ∈ 𝜔 × 𝜔̃
ℎ2(𝜙) if (𝜃, 𝜙) ∈ 𝜔̃ × 𝜔.

Hence the summands simplify to

∫𝜔 ∫𝜔̃
ℎ2(𝜃)𝑇2𝑘(𝜃, 𝜙) d𝜃 d𝜙+∫𝜔̃ ∫𝜔

ℎ2(𝜙)𝑇2𝑘(𝜃, 𝜙) d𝜃 d𝜙+

+ ∫𝜔 ∫𝜔̃
ℎ2(𝜃)𝑇2𝑘−1(𝜃, 𝜙) d𝜃 d𝜙 + ∫𝜔̃ ∫𝜔

ℎ2(𝜙)𝑇2𝑘−1(𝜃, 𝜙) d𝜃 d𝜙,

and, taking each in term in turn, we calculate

∫𝜔 ∫𝜔̃
ℎ2(𝜃)𝑇2𝑘(𝜃, 𝜙) d𝜃 d𝜙 = ∫𝜔

ℎ2(𝜙)𝐾2(𝜙; 𝑘) d𝜙,

∫𝜔̃ ∫𝜔
ℎ2(𝜙)𝑇2𝑘(𝜃, 𝜙) d𝜃 d𝜙 = ∫𝜔

ℎ2(𝜙)𝐾1(𝜙; 𝑘) d𝜙,

∫𝜔 ∫𝜔̃
ℎ2(𝜃)𝑇2𝑘−1(𝜃, 𝜙) d𝜃 d𝜙 = ∫𝜔

ℎ2(𝜙)𝐾4(𝜙; 𝑘) d𝜙,

∫𝜔̃ ∫𝜔
ℎ2(𝜙)𝑇2𝑘−1(𝜃, 𝜙) d𝜃 d𝜙 = ∫𝜔

ℎ2(𝜙)𝐾3(𝜙; 𝑘) d𝜙.

Here, the kernels 𝐾𝑖(𝜙, 𝑘), 𝑖 = 1,… , 4, are given by

𝐾1(𝜙, 𝑘) = 𝐾(𝜙,−2𝑘 − 1∕4) −𝐾(𝜙,−2𝑘) +𝐾(𝜙,−2𝑘 − 1) −𝐾(𝜙,−2𝑘 − 3∕4)

𝐾2(𝜙, 𝑘) = 𝐾(𝜙, 2𝑘 − 1∕4) −𝐾(𝜙, 2𝑘) +𝐾(𝜙, 2𝑘 − 1) −𝐾(𝜙, 2𝑘 − 3∕4)

𝐾3(𝜙, 𝑘) = 𝐾(𝜙,−2𝑘 + 3∕4) −𝐾(𝜙,−2𝑘 + 1) +𝐾(𝜙,−2𝑘) −𝐾(𝜙,−2𝑘 + 1∕4)
11

𝐾4(𝜙, 𝑘) = 𝐾(𝜙, 2𝑘 − 5∕4) −𝐾(𝜙, 2𝑘 − 1) +𝐾(𝜙, 2𝑘 − 2) −𝐾(𝜙, 2𝑘 − 7∕4),
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𝑘

T

where 𝐾(𝜙, 𝑘) ∶= (𝜙 + 𝑘 𝜋)−1.
In summary,

𝑆+ ≥
∞
∑

𝑘=1
∫𝜔

ℎ2(𝜙)
(

𝐾1(𝜙, 𝑘) +𝐾2(𝜙, 𝑘) +𝐾3(𝜙, 𝑘) +𝐾4(𝜙, 𝑘)
)

d𝜙.

Now we look for an upper bound on 1
2 [ℎ

−]21
2

by comparing 𝑆− and 𝑆+. We have

𝑆− =
∞
∑

𝑘=1
∫

𝜋

0 ∫

𝜋

0
𝛿(𝜃, 𝜙)2𝑇2𝑘(𝜃, 𝜙) d𝜃 d𝜙 + ∫

𝜋

0 ∫

𝜋

0
𝜎(𝜃, 𝜙)2𝑇2𝑘−1(𝜃, 𝜙) d𝜃 d𝜙

≤ 2
∞
∑

𝑘=1
∫

𝜋

0 ∫

𝜋

0
(ℎ2(𝜃) + ℎ2(𝜙))(𝑇2𝑘(𝜃, 𝜙) + 𝑇2𝑘−1(𝜃, 𝜙)) d𝜃 d𝜙

≤ 2
∞
∑

𝑘=1
∫𝜔

ℎ2(𝜙)𝐾5(𝜙, 𝑘) d𝜙,

where

𝐾5(𝜙, 𝑘) = 𝐾(𝜙,−2𝑘 − 1) −𝐾(𝜙,−(2𝑘 − 1)) +𝐾(𝜙, 2𝑘 − 2) −𝐾(𝜙, 2𝑘).

This follows by repeatedly using the facts that ∫ 𝜋0 𝑇𝑚(𝜃, 𝜙) d𝜃 = 𝐾(𝜙,𝑚 + 1) − 𝐾(𝜙,𝑚) and ∫ 𝜋0 𝑇𝑚(𝜃, 𝜙) d𝜙 = 𝐾(𝜃,−𝑚 − 1) − 𝐾(𝜃,−𝑚)
for suitable choices of integer 𝑚. We claim there is 𝑙 > 0 independent of 𝑘 and 𝜙 such that

𝐾1(𝜙, 𝑘) +𝐾2(𝜙, 𝑘) +𝐾3(𝜙, 𝑘) +𝐾4(𝜙, 𝑘) ≥ 𝑙 𝐾5(𝜙, 𝑘) (4.21)

for 𝑘 ∈ N and 𝜙 ∈ 𝜔. To prove the claim, a direct calculation using a computer algebra package (MapleTM in this case) shows that

𝐾5(𝜙, 𝑘) =
1
𝜋𝑘2

+ 𝑂
(

1
𝑘3

)

as 𝑘→ ∞ (4.22)

4
∑

𝑗=1
𝐾𝑗 (𝜙, 𝑘) ≃

1
2𝜋𝑘2

+ 𝑂
(

1
𝑘3

)

as 𝑘 → ∞. (4.23)

∑4
𝑗=1 𝐾𝑗 (𝜙, 𝑘)

𝐾5(𝜙, 𝑘)
≃ 1

2
+ 𝑂

(

1
𝑘2

)

as 𝑘 → ∞. (4.24)

n fact, (4.22) is easily verified by hand, while (4.23) can be deduced by observing that the behaviour of ∑4
𝑗=1 𝐾𝑗 (𝜙, 𝑘) for large

is independent of 𝜙, so we formally set 𝜙 = 0, substitute 𝑦 = 1∕𝑘 and Taylor expand, in 𝑦, the expression 𝐾(0, 1∕𝑦). Therefore,
provided 𝑙1 <

1
2 , it follows that

𝐾1(𝜙, 𝑘) +𝐾2(𝜙, 𝑘) +𝐾3(𝜙, 𝑘) +𝐾4(𝜙, 𝑘) ≥ 𝑙1 𝐾5(𝜙, 𝑘) (4.25)

for sufficiently large 𝑘. To finish the argument, note that for each fixed 𝑘 the function ∑4
𝑗=1 𝐾𝑗 (𝜙, 𝑘) is continuous in 𝜙 ∈ 𝜔 and

bounded away from zero, as is each function 𝐾5(𝜙, 𝑘). Thus, given 𝑘0, there is 𝑙0 > 0 such that (4.21) holds for 𝑘 = 1,… , 𝑘0 uniformly
in 𝜙. By taking 𝑘0 sufficiently large and applying (4.25), we deduce that (4.21) holds for all 𝑘 ∈ N and all 𝜙 ∈ 𝜔 with 𝑙 = min{𝑙0, 𝑙1},
proving the claim.

To finish the proof of the proposition, we combine the estimates above as follows:

1
2
[ℎ+]21

2
= ∫

𝜋

0 ∫

𝜋

0
𝛿2(𝜃, 𝜙)𝑇0(𝜃, 𝜑) d𝜃 d𝜙 + 2𝑆+

≥ ∫

𝜋

0 ∫

𝜋

0
𝛿2(𝜃, 𝜙)𝑇0(𝜃, 𝜑) d𝜃 d𝜙 + 2

∞
∑

𝑘=1
∫𝜔

ℎ2(𝜙)
4
∑

𝑗=1
𝐾𝑗 (𝜙, 𝑘) d𝜙

≥ ∫

𝜋

0 ∫

𝜋

0
𝛿2(𝜃, 𝜙)𝑇0(𝜃, 𝜑) d𝜃 d𝜙 + 2𝑙

∞
∑

𝑘=1
∫𝜔

ℎ2(𝜙)𝐾6(𝜙, 𝑘) d𝜙

≥ ∫

𝜋

0 ∫

𝜋

0
𝛿2(𝜃, 𝜙)𝑇0(𝜃, 𝜑) d𝜃 d𝜙 + 𝑙𝑆−

≥ 𝐿
2

(

∫

𝜋

0 ∫

𝜋

0
𝛿2(𝜃, 𝜙)𝑇0(𝜃, 𝜑) d𝜃 d𝜙 + 2𝑆−

)

= 𝑙
4
[ℎ−]21

2
.

hus, (4.20) holds with 𝛾 = 𝑙 . □
12
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Fig. 4.3. This explains the conversion of the minimization problem posed on the central domain 𝑅1 ∪𝑅2 into two separate problems defined on the unit square
. The minimizer of D(𝐹2 , 𝑅2) corresponds to the ‘left-hand half’ of the minimizer of D(⋅, 𝑄) under the boundary conditions stated on 𝑄, suitably shifted, as seen

n the problem of ⊖−type. The minimizer of D(𝐹1 , 𝑅1) corresponds to the ‘right-hand half’ of the minimizer of D(⋅, 𝑄) under the boundary conditions stated on
, suitably shifted, as seen in the problem of ⊕−type.

emark 4.4. In fact, numerical results indicate that the constant 𝛾0 in Proposition 4.3 can be taken to be 1
4 , which amounts to

checking that 𝑙 = 1
2 is permissible in inequality (4.21). We find that the quotient

𝑄(𝜙, 𝑘) ∶=

∑4
𝑗=1 𝐾𝑗 (𝜙, 𝑘)

𝐾5(𝜙, 𝑘)

beys 𝑄(𝜙, 𝑘) ≥ 1
2 uniformly in 𝜙 ∈ 𝜔 for all values of 𝑘 tested. We also observed that for fixed 𝑘, 𝜙↦ 𝑄(𝜙, 𝑘) appears to be convex

in 𝜙 and symmetric about 𝜙 = 𝜋
2 , so one approach to establishing the lower bound for all 𝑘 would be to show that 𝑄( 𝜋2 , 𝑘) ≥

1
2 for

all 𝑘.

Let us return to the lower bound (4.5), which we reprint here for convenience:

1
2
𝐼(𝜑, −𝑐 0 0 𝑐 ) ≥ ∫𝑆1

|∇𝐹1|
2 d𝑥 +

(

1 − 𝑐2

4

)

∫𝑆2
|∇𝐹2|

2 d𝑥. (4.26)

iven 𝑓1, 𝐹2 is completely determined by 𝛥𝐹2 = 0 and the boundary conditions

𝐹2(𝑥1, 𝑥2) =

{

𝑓1(
1
2 , 𝑥2) if 𝑥1 =

1
2 , |𝑥2| ≤

1
2

0 if 1
2 ≤ 𝑥1 ≤ 1 and 𝑥2 = ± 1

2 or 𝑥1 = 1 and |𝑥2| ≤
1
2 .

.e. 𝐹2 ⏐𝛤1= 𝑓1 and 𝐹2 ⏐𝜕𝑅2⧵𝛤1= 0. In the case of 𝐹1 we have

∫𝑆1
|∇𝐹1|

2 d𝑥 ≥ ∫𝑆1
|∇𝐹 ∗

1 |
2 d𝑥, (4.27)

here 𝐹 ∗
1 minimizes 𝐷(⋅, 𝑆1) subject to the boundary conditions

𝐹 ∗
1 (𝑥) =

{

0 if 𝑥 ∈ 𝜕𝑆1, 𝑥2 = ±1,
𝑓1 if 𝑥 ∈ 𝛤1.

he natural boundary condition 𝜕1𝐹 ∗
1 then holds on 𝛤0. The connection with problems ⊕ and ⊖ can now be made via a suitable

conformal transformation, as follows.
First, we consider the problem of minimizing D(𝐹2, 𝑅2) subject to the boundary conditions 4.4 by recasting in the form of problem

⊖. To begin with, since 𝐹2 ⏐𝛤2= 0, we can extend 𝐹2 to a map on the square 𝑆2 ∶= [ 12 ,
3
2 ]×[−

1
2 ,

1
2 ] by setting 𝐹2(𝑥1, 𝑥2) = −𝐹2(2−𝑥1, 𝑥2)

for 1 ≤ 𝑥2 ≤ 3
2 . Then, in particular, 𝐹2 will minimize D(⋅, 𝑆2) and, by a trivial coordinate translation, 𝐹2 is equivalent to a map 𝐹 ′

2 ,
say, that minimizes D(⋅, [0, 1]2) when subject to the conditions

𝐹 ′
2(𝑧) =

⎧

⎪

⎨

⎪

⎩

𝑓1(𝑥2 +
1
2 ) if 𝑧 = 𝑥2𝑖 ∈ [0, 𝑖]

0 if 𝑧 ∈ [0, 1] ∪ [𝑖, 1 + 𝑖]
−𝑓1(𝑥2 +

1
2 ) if 𝑧 = 1 + 𝑥2𝑖 ∈ [1, 1 + 𝑖].

(4.28)

t may help to look at Fig. 4.3 at this point.
Let 𝑄 be the square in C with vertices at 0, 1, 𝑖 and 1+ 𝑖. By Proposition A.3 there exists a conformal map 𝜓 ∶ 𝐷 → 𝑄, and using

it we define an R2-valued boundary condition on 𝜕𝐷 by setting

ℎ′(𝜁 ) ∶= 𝐹 ′(𝜓(𝜁 )) 𝜁 ∈ 𝜕𝐷. (4.29)
13
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By Proposition A.3, the components ℎ′1 and ℎ′2 of ℎ′ are such that each function

ℎ𝑗 (𝜃) ∶= ℎ′𝑗 (𝑒
𝑖𝜃) 0 ≤ 𝜃 ≤ 𝜋, 𝑗 = 1, 2,

satisfies assumptions (H1) and (H2). For 𝑗 = 1, 2 let 𝑍𝑗 solve problem ⊖ with the boundary condition 𝑍𝑗 ⏐𝜕𝐷= ℎ−𝑗 . Notice that the
function 𝑍′(𝜉) ∶= 𝐹 ′

2(𝜓(𝜉)), 𝜉 ∈ 𝐷, is harmonic and that it obeys the same boundary conditions as 𝑍. Hence, by uniqueness, it must
be that 𝑍 = 𝑍′ in 𝐷, and so by conformal invariance

D(𝐹 ′𝑗
2 , 𝑄) = D(𝑍𝑗 , 𝐷) 𝑗 = 1, 2.

Hence,

2D(𝐹2, 𝑆2) = D(𝐹 ′
2 , [0, 1]

2)

= D(𝐹 ′1
2 , 𝑄) + D(𝐹 ′2

2 , 𝑄)

= D(𝑍1, 𝐷) + D(𝑍2, 𝐷)

= 1
𝜋
[ℎ−1 ]

2
1
2
+ 1
𝜋
[ℎ−2 ]

2
1
2
,

where in passing from the third to the fourth line we have used (4.19). In summary,

D(𝐹2, 𝑆2) =
1
2𝜋

[ℎ−1 ]
2
1
2
+ 1

2𝜋
[ℎ−2 ]

2
1
2
, (4.30)

similar argument for 𝐹 ∗
1 yields

D(𝐹 ∗
1 , 𝑆1) =

1
2𝜋

[ℎ+1 ]
2
1
2
+ 1

2𝜋
[ℎ+2 ]

2
1
2
, (4.31)

roposition 4.3 then implies that D(𝐹 ∗
1 , 𝑆1) ≥ 𝛾0D(𝐹2, 𝑆2), and hence, from (4.26) and (4.27) it follows that

1
2
𝐼(𝜑, −𝑐 0 0 𝑐 ) ≥ D(𝐹 ∗

1 , 𝑆1) +
(

1 − 𝑐2

4

)

D(𝐹2, 𝑆2)

≥
(

𝛾0 + 1 − 𝑐2

4

)

D(𝐹2, 𝑆2),

which is nonnegative provided

𝑐 ≤ 2
√

1 + 𝛾0.

In particular, a total jump in 𝑓 of 4
√

1 + 𝛾0 is compatible with the nonnegativity of 𝐼(𝜑, −𝑐 0 0 𝑐 ). The foregoing results are
ummarized as follows.

roposition 4.5. There exists 𝛾0 > 0 depending only on the domain 𝛺 = 𝑅−2 ∪ 𝑅−1 ∪ 𝑅1 ∪ 𝑅2 such that the functional

𝐼(𝜑, −𝑐 0 0 𝑐 ) ∶= ∫𝛺
|∇𝜑|2 + 𝑓 (𝑥) det ∇𝜑(𝑥) d𝑥

introduced in (4.3) is nonnegative on 𝑊 1,2
0 (𝛺,R2) provided

|𝑐| ≤ 2
√

1 + 𝛾0.

umerical results indicate that 𝛾0 =
1
4 , and hence that |𝑐| ≤

√

5 is consistent with

𝐼(𝜑, −𝑐 0 0 𝑐 ) ≥ 0

for all 𝜑 in 𝑊 1,2
0 (𝛺,R2).

emark 4.6. We do not know whether |𝑐| =
√

5 is the optimal, i.e. largest possible, constant for which 𝐼(𝜑, −𝑐 0 0 𝑐 ) ≥ 0
for all relevant 𝜑 in 𝑊 1,2

0 (𝛺,R2). The numerical results of Section 5 suggest that 𝑐 = 4 is optimal: see Fig. 5.7(D).

The following result establishes that if 𝛿𝑓 > 4 then the width of the ‘insulating’ layer cannot be made as small as please.

Proposition 4.7. Let 𝛺 be a domain of the form

𝛺 ∶= 𝐿 ∪ ([0, 𝛿] × [0, 1]) ∪ 𝑅,

where 𝐿 ∶= [−1, 0] × [0, 1], 𝑅 ∶= [𝛿, 𝛿 + 1] × [0, 1] and 𝛿 > 0, let 𝑐 > 2, and let

𝑓 = 𝑐𝜒𝐿 − 𝑐𝜒𝑅. (4.32)

hen there is a minimum ‘width’ 𝛿 for which the inequality

∫𝛺
|∇𝜑|2 + 𝑓 (𝑥) det ∇𝜑 d𝑥 ≥ 0 𝜑 ∈ 𝑊 1,2

0 (𝛺;R2)

olds.
14
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Fig. 4.4. Distribution of 𝑄1 ,… , 𝑄4.

Proof. Choose any 𝑐′ such that 𝑐 > 𝑐′ > 2 and apply Proposition 3.1 to deduce that there exists a 𝜑 ∈ 𝑊 1,2
𝛤 (𝐿;R2) such that

∫𝐿
|∇𝜑|2 + 𝑐′ det ∇𝜑 d𝑥 < 0, (4.33)

where 𝛤 ∶= {0} × [0, 1]. Without loss, we may assume that 𝜑 is smooth on 𝐿. Using (4.33), a short calculation shows that

∫𝐿
|∇𝜑|2 + 𝑐 det ∇𝜑 d𝑥 < −

(𝑐 − 𝑐′)
𝑐′ ∫𝐿

|∇𝜑|2 d𝑥. (4.34)

We now extend 𝜑 to a map 𝛷 in 𝑊 1,2
0 (𝛺;R2) by setting

𝛷(𝑥1, 𝑥2) ∶=

⎧

⎪

⎨

⎪

⎩

𝜑(𝑥1, 𝑥2) if 𝑥 ∈ 𝐿
𝜑(0, 𝑥2) if 𝑥 ∈ [0, 𝛿] × [0, 1]
𝜑(𝛿 − 𝑥1, 𝑥2) if 𝑥 ∈ 𝑅.

It follows that

∫𝛺
|∇𝛷|2 + 𝑓 (𝑥) det ∇𝛷 d𝑥 = 2∫𝐿

|∇𝜑|2 + 𝑐 det ∇𝜑 d𝑥 + 𝛿 ∫

1

0
|𝜕2𝜑(0, 𝑥2)|

2 𝑑𝑥2

< −
2(𝑐 − 𝑐′)

𝑐′ ∫𝐿
|∇𝜑|2 d𝑥 + 𝛿 ∫

1

0
|𝜕2𝜑(0, 𝑥2)|

2 𝑑𝑥2,

the right-hand side of which can be made negative by taking 𝛿, which in this setting is the width of the insulation region {𝑓 = 0},
sufficiently small. We conclude that for any 𝑓 of the form (4.32) with 𝑐 > 2, the insulation region cannot be made arbitrarily
small. □

4.2. The point-contact problem

The geometry of the insulation region that featured in the previous example kept the sets {𝑓 = ±𝑐} completely separate, and
so produced an example of (HIM) in which 𝛿𝑓 > 4. The following example, which explores a different insulation geometry, shows
that (HIM) can also be made to hold when the sets {𝑓 = ±𝑐} meet in a point and 𝛿𝑓 = 2𝑐 > 4. In fact, we obtain (HIM) when
𝛿𝑓 = 2

√

8, and note that, owing to the zero-homogeneity of the 𝑓 we consider, (HIM) is equivalent to the sequential weak lower
semicontinuity of the associated functional.

Let 𝑄 = [−1, 1]2 and let 𝑄1,… , 𝑄4 be the four ‘windows’ of 𝑄 shown in Fig. 4.4.
Denote by

𝐼
(

𝜑, 𝑎2 𝑎1
𝑎3 𝑎4

)

=
4
∑

𝑖=1
∫𝑄𝑖

|∇𝜑|2 + 𝑎𝑖 det ∇𝜑 d𝑥. (4.35)

Proposition 4.8. Let 𝑄 = [−1, 1]2. Then

(a) if 𝜑 belongs to the closure of the set

 ∶= {𝜑 ∈ 𝐶∞
𝑐 (𝑄;R2) ∶ 𝜑(0, 𝑥2) = 𝜑(0,−𝑥2) for |𝑥2| ≤ 1}

in the 𝐻1 norm, then

𝐼
(

𝜑, 0 −4
4 0

)

≥ 0,

and the result is optimal in the sense that it is false when 4 is replaced with any 𝑘 > 4;
15
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(b) it holds that

𝐼
(

𝜑, 0 −𝑐
𝑐 0

)

≥ 0 ∀𝜑 ∈ 𝑊 1,2
0 (𝑄;R2)

iff |𝑐| ≤
√

8.

Proof. (a) Let 𝜑 belong to . We may assume that 𝜑 is harmonic in each of 𝑄1,… , 𝑄4. Write 𝜑 = 𝑓 + 𝑔, where 𝑓 is the even part
of 𝜑 and 𝑔 the odd part. Then ∇𝑓 is odd and ∇𝑔 is even, and in particular

∫𝑄
∇𝑓 ⋅ ∇𝑔 d𝑥 = 0

∫𝑄3

cof ∇𝑓 ⋅ ∇𝑔 d𝑥 = −∫𝑄1

cof ∇𝑓 ⋅ ∇𝑔 d𝑥

∫𝑄3

det ∇𝑓 d𝑥 = ∫𝑄1

det ∇𝑓 d𝑥

∫𝑄3

det ∇𝑔 d𝑥 = ∫𝑄1

det ∇𝑔 d𝑥.

Hence

𝐼
(

𝜑, 0 −4
4 0

)

= 2∫𝑄1∪𝑄2

|∇𝑓 |2 + |∇𝑔|2 d𝑥 − 4∫𝑄1

det ∇𝑓 + det ∇𝑔 + cof ∇𝑓 ⋅ ∇𝑔 d𝑥

+4∫𝑄3

det ∇𝑓 + det ∇𝑔 + cof ∇𝑓 ⋅ ∇𝑔 d𝑥

= 2∫𝑄1∪𝑄2

|∇𝑓 |2 + |∇𝑔|2 d𝑥 − 8∫𝑄1

cof ∇𝑓 ⋅ ∇𝑔 d𝑥. (4.36)

ince 𝑓 ⏐𝑄1
is harmonic and 𝑓 (−𝑥1, 0) = 𝑓 (𝑥1, 0) for |𝑥1| ≤ 1, it must be that 𝑓 ⏐𝑄2

agrees with

𝑓 ∗(𝑥1, 𝑥2) ∶= 𝑓 (−𝑥1, 𝑥2) (𝑥1, 𝑥2) ∈ 𝑄2

and in particular

∫𝑄2

|∇𝑓 |2 d𝑥 = ∫𝑄2

|∇𝑓 ∗
|

2 d𝑥 = ∫𝑄1

|∇𝑓 |2 d𝑥.

A similar argument applies to 𝑔, but here we set 𝑔∗ in 𝑄2 to be

𝑔∗(𝑥1, 𝑥2) ∶= −𝑔(−𝑥1, 𝑥2) (𝑥1, 𝑥2) ∈ 𝑄2.

We see that, because 𝑔 is odd, 𝑔∗(𝑥1, 0) = 𝑔(𝑥1, 0) and, owing to the requirement that 𝜑(0, 𝑥2) = 𝜑(0,−𝑥2), 𝑔∗(0, 𝑥2) = 𝑔(0, 𝑥2) = 0. It
follows that 𝑔∗ and 𝑔 must agree on 𝑄2, and hence that

∫𝑄2

|∇𝑔|2 d𝑥 = ∫𝑄2

|∇𝑔∗|2 d𝑥 = ∫𝑄1

|∇𝑔|2 d𝑥.

Thus

𝐼
(

𝜑, 0 −4
4 0

)

= 4∫𝑄1

|∇𝑓 |2 + |∇𝑔|2 d𝑥 − 2 cof ∇𝑓 ⋅ ∇𝑔 d𝑥

= 4∫𝑄1

|∇𝑔 − cof ∇𝑓 |2 d𝑥, (4.37)

hich is always non-negative. Now suppose that the entries ±4 are replaced by ±𝑘 for some 𝑘 > 4. Fix a radius 𝑟 < 1
4 , let 𝑥0 = ( 12 , 0)

and note that the ball 𝐵(𝑥0, 𝑟) is strictly contained in 𝑄1 ∪ 𝑄4. Applying Proposition 3.4 with 𝑛 = 2, choose 𝜑 ∈ 𝑊 1,2
0 (𝐵(𝑥0, 𝑟),R2)

uch that

∫𝑄1∪𝑄4

|∇𝜑|2 − 𝑘 det ∇𝜑𝜒𝑄1
d𝑥 < 0.

xtend 𝜑 to 𝜑̃ ∈ 𝑊 1,2
0 (𝑄,R2) by setting 𝜑̃ = 0 on 𝑄 ⧵ 𝐵(𝑥0, 𝑟). Then by suitably mollifying 𝜑̃, but without relabelling, we obtain

̃ ∈  and

𝐼
(

𝜑̃, 0 −𝑘
𝑘 0

)

< 0.

Hence the constant 𝑘 = 4 is optimal in this case.
(b) We prove first that |𝑐| ≤

√

8 is sufficient. By replacing 𝜑 with 𝐽𝜑 if necessary, we may assume that 𝑐 ≥ 0. Arguing to start
ith as in part (a), we find that

𝐼
(

𝜑, 0 −𝑐
𝑐 0

)

= 2 |∇𝑔|2 d𝑥 + 4 |∇𝑓 |2 d𝑥 − 2𝑐 cof ∇𝑓 ⋅ ∇𝑔 d𝑥
16

∫𝑄1∪𝑄2
∫𝑄1

∫𝑄1
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t

f

w

L

P

w

(

≥ ∫𝑄1

2|∇𝑔|2 + 4|∇𝑓 |2 + 𝑐
|

|

|

|

∇𝑓
𝜆

− 𝜆 cof ∇𝑔
|

|

|

|

2
− 𝑐

|

|

|

|

∇𝑓
𝜆

|

|

|

|

2
− 𝑐 |𝜆 cof ∇𝑔|2 d𝑥

≥ ∫𝑄1

2|∇𝑔|2 + 4|∇𝑓 |2 − 𝑐
|

|

|

|

∇𝑓
𝜆

|

|

|

|

2
− 𝑐 |𝜆 cof ∇𝑔|2 d𝑥,

with equality (in the last line) iff ∇𝑓 = 𝜆2 cof ∇𝑔. Setting 𝜌 = 𝜆2 and replacing terms in ∇𝑓 with suitable terms in ∇𝑔, we obtain
he lower bound

𝐼
(

𝜑, 0 −𝑐
𝑐 0

)

≥ ∫𝑄1

(4𝜌2 + 2 − 2𝑐𝜌)|∇𝑔|2 d𝑥,

which is nonnegative for all 𝜌 if 𝑐 ≤
√

8.
The necessity of |𝑐| ≤

√

8 follows by applying Lemmas 4.9 and 4.10 below. □

Lemma 4.9. Let 𝑄1 be the unit square in R2, let 𝑁 be a large natural number, and let 𝐴, 𝐵 be harmonic functions on 𝑄1 obeying the
ollowing boundary conditions

𝐴(1, 𝑥2) = 0 𝐵(1, 𝑥2) = 0 0 ≤ 𝑥2 ≤ 1
𝐴(𝑥1, 1) = 0 𝐵(𝑥1, 1) = 0 0 ≤ 𝑥1 ≤ 1
𝐴(0, 𝑥2) = 0 𝐵(0, 𝑥2) = 𝑔0(0, 𝑥2) 0 ≤ 𝑥2 ≤ 1
𝐴(𝑥1, 0) = 𝑔0(𝑥1, 0) 𝐵(𝑥1, 0) = 0 0 ≤ 𝑥1 ≤ 1,

here the function 𝑔0 is such that

𝑔0(𝑥1, 0) =
𝑁
∑

𝑛=1
−1
𝑛
sin(𝑛𝜋𝑥1) 0 ≤ 𝑥1 ≤ 1

𝑔0(0, 𝑥2) =
𝑁
∑

𝑛=1

1
𝑛
sin(𝑛𝜋𝑥2) 0 ≤ 𝑥2 ≤ 1.

et

𝑔(𝑥) =
{

(𝐵(𝑥) + 𝐴(𝑥))𝑒1 if 𝑥 ∈ 𝑄1
(𝐵(𝑅𝑥) − 𝐴(𝑅𝑥))𝑒1 if 𝑥 ∈ 𝑄2,

where 𝑅(𝑥1, 𝑥2) = (−𝑥1, 𝑥2). Then, as 𝑁 → ∞,

D(𝑔;𝑄1) = 2𝜋 ln𝑁 + 𝑂(1) (4.38)

D(𝑔;𝑄2) = 𝑂(1). (4.39)

roof. By a direct calculation, one finds that

𝐴(𝑥1, 𝑥2) =
∑

𝑘=𝑛𝜋,𝑛∈N
𝛼𝑘 sin(𝑘𝑥1) sinh(𝑘(𝑥2 − 1)), (4.40)

here

𝛼𝑘 =
2 ∫ 1

0 𝑔0(𝑠, 0) sin(𝑘𝑠) 𝑑𝑠
sinh(−𝑘)

=

{

1
𝑛 sinh(𝑛𝜋) if 1 ≤ 𝑛 ≤ 𝑁
0 otherwise.

Hence,

𝐴(𝑥1, 𝑥2) =
𝑁
∑

𝑛=1

sin(𝑛𝜋𝑥1) sinh(𝑛𝜋(𝑥2 − 1))
𝑛 sinh(𝑛𝜋)

.

Similarly,

𝐵(𝑥1, 𝑥2) =
𝑁
∑

𝑛=1

− sin(𝑛𝜋𝑥2) sinh(𝑛𝜋(𝑥1 − 1))
𝑛 sinh(𝑛𝜋)

. (4.41)

Note that 𝐵(𝑥1, 𝑥2) = −𝐴(𝑥2, 𝑥1).) Using these expressions together with the fact that 𝐴 and 𝐵 are harmonic, we find that

∫𝑄1

∇𝐴 ⋅ ∇𝐵 d𝑥 =
𝑁
∑

𝑛,𝑚=1

−𝑛𝑚
𝑛2 + 𝑚2

𝛼𝑛𝜋𝛽𝑚𝜋 sinh(𝑚𝜋) sinh(𝑛𝜋),

=
𝑁
∑

𝑛,𝑚=1

1
𝑛2 + 𝑚2

=
𝑁
∑ 𝜋𝑛 coth(𝜋𝑛) − 1

2
+ 𝑂(1)
17
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I

w

a

T

D

=
𝑁
∑

𝑛=1

𝜋 coth(𝜋𝑛)
2𝑛

+ 𝑂(1)

= 𝜋 ln𝑁
2

+ 𝑂(1) as 𝑁 → ∞. (4.42)

n the course of the above, the fact that
𝑁
∑

𝑚=1

1
𝑚2 + 𝑛2

=
𝜋𝑛 coth(𝜋𝑛) − 1

2𝑛2
+ 𝑂(1∕𝑁),

hich can be deduced by integrating the function ℎ(𝑧) ∶= cot(𝜋𝑧)
𝑧2+𝑛2 around a rectangular contour with corners at ±(𝑁 + 1

2 ) ± 2𝑁𝑖, has
been used. Similarly,

D(𝐵;𝑄1) = D(𝐴;𝑄1) =
𝑁
∑

𝑛=1

𝑛𝜋 𝛼2𝑛𝜋 sinh(2𝑛𝜋)
4

=
𝑁
∑

𝑛=1
𝜋
𝑛 sinh(2𝑛𝜋)
4𝑛2 sinh2(𝑛𝜋)

=
𝑁
∑

𝑛=1

𝜋 coth(𝜋𝑛)
2𝑛

= 𝜋 ln𝑁
2

+ 𝑂(1) as 𝑁 → ∞. (4.43)

To conclude the proof, we see from the fact that 𝑔 = 𝐴 + 𝐵 in 𝑄1, (4.42) and (4.43) that, as 𝑁 → ∞,

D(𝑔;𝑄1) = 2𝜋 ln𝑁 + 𝑂(1)

On 𝑄2, 𝑔(𝑥) = 𝐵(𝑅𝑥) − 𝐴(𝑅𝑥), and hence

D(𝑔;𝑄2) = 2
(

D(𝐴;𝑄1) − ∫𝑄2

∇𝜂 ⋅ ∇𝜁 d𝑥
)

, (4.44)

where 𝜂(𝑥) ∶= 𝐵(𝑅𝑥) and 𝜁 (𝑥) ∶= 𝐴(𝑅𝑥). We calculate that

∫𝑄2

∇𝜂 ⋅ ∇𝜁 d𝑥 =
𝑁
∑

𝑛,𝑚=1

1
𝑛2 + 𝑚2

,

which, by the argument leading to (4.42), goes as 𝜋 ln𝑁
2 +𝑂(1) as 𝑁 → ∞. Inserting this and (4.43) into (4.44) leads to the conclusion

that D(𝑔;𝑄2) = 𝑂(1) as 𝑁 → ∞. □

In the following, for 𝑆 ⊂ R2 we let 𝑆1 and (𝑆)1 refer to the part of 𝑆 that lies in the first quadrant, 𝑆2 and (𝑆)2 to the part that
lies in the second quadrant, and so on.

Lemma 4.10. Let 𝑟 > 1, 𝜌 > 0 and 𝑁 ∈ N, let 𝑄 = [−1, 1]2 and set 𝑟𝑄 = {𝑟𝑞 ∶ 𝑞 ∈ 𝑄}. Then there exists 𝛷 ∈ 𝐻1
0 (𝑟𝑄,R

2) such that

𝐼
(

𝛷, 0 −𝑐
𝑐 0

)

= 4𝜋(1 + 2𝜌2 − 𝑐𝜌) ln𝑁 + 𝑂(1) (4.45)

s 𝑁 → ∞. In particular, |𝑐| ≤
√

8 is necessary for the everywhere positivity of the functional in the left-hand side of (4.45).

Proof. Step 1. Let 𝑔 ∶ 𝑄1 ∪ 𝑄2 → R2 be the function constructed in Lemma 4.9, and let 𝑓 ∶ 𝑄1 → R2 be given by 𝑓 (𝑥) = 𝑓2(𝑥)𝑒2,

where

𝑓2(𝑥) = 𝜌

(

𝑢𝑁 (𝑥1, 𝑥2) + 𝑢𝑁 (𝑥2, 𝑥1) − 2
𝑁
∑

𝑛=1

(−1)𝑛

𝑛 sinh(𝜋𝑛)

)

and

𝑢𝑁 (𝑥1, 𝑥2) =
𝑁
∑

𝑛=1

cos(𝑛𝜋𝑥1) cosh(𝑛𝜋(𝑥2 − 1))
𝑛 sinh(𝜋𝑛)

.

hen

∇𝑓 = 𝜌 cof ∇𝑔 in 𝑄1.

efine

𝑓 (𝑥1, 𝑥2) =

⎧

⎪

⎪

⎨

⎪

⎪

𝑓 (𝑥1, 𝑥2) if 0 ≤ 𝑥1 ≤ 1, 0 ≤ 𝑥2 ≤ 1
𝑓 (𝑥1, 1)𝑎(𝑥2) if 0 ≤ 𝑥1 ≤ 1, 1 ≤ 𝑥2 ≤ 𝑟
𝑓 (1, 𝑥2)𝑎(𝑥1) if 1 ≤ 𝑥1 ≤ 𝑟, 0 ≤ 𝑥2 ≤ 1
0 otherwise.

(4.46)
18

⎩
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Here, 𝑎(𝑠) = 𝑟−𝑠
𝜖 where 𝑟 = 1 + 𝜖 defines 𝜖 > 0. Then, by a direct calculation,

D(𝑓, (𝑟𝑄)1 ⧵𝑄1) =
2
𝜖 ∫

1

0
𝑓 2
2 (𝑥1, 1) d𝑥 +

2𝜖
3 ∫

1

0
𝑓 2
2,1
(𝑥1, 1) d𝑥1. (4.47)

In the following, let 𝑠𝑛 = sinh(𝑛𝜋). Then

𝑓
2,1
(𝑥1, 1) = 𝜋𝜌

( 𝑁
∑

𝑛=1

(−1)𝑛 sinh(𝜋𝑛(𝑥1 − 1))
𝑠𝑛

−
sin(𝜋𝑛𝑥1)

𝑠𝑛

)

.

Both sums are bounded independently of 𝑁 . This is obvious for the second sum, while the first is easily handled by splitting into
the cases 0 < 𝑥1 ≤ 1 and 𝑥1 = 0. Since 𝑓2(1, 1) = 0, the Poincaré inequality

∫

1

0
𝑓 2
2 (𝑥1, 1) d𝑥1 ≤

4
𝜋2 ∫

1

0
𝑓 2
2,1
(𝑥1, 1) d𝑥1

applies, and hence, by (4.47), D(𝑓, (𝑟𝑄)1 ⧵𝑄1) is bounded independently of 𝑁 .

Step 2. Construct 𝛷 as follows. Firstly, extend 𝑔 by zero into ((𝑟𝑄)1 ∪ (𝑟𝑄)2) ⧵ (𝑄1 ∪𝑄2) and call the resulting function 𝐺(𝑋), where
𝑋 = (𝑥1, 𝑥2). Then set

𝐺̃(𝑋) =

{

𝐺(𝑋) if 𝑋 ∈ (𝑟𝑄)1 ∪ (𝑟𝑄)2
−𝐺(−𝑋) if 𝑋 ∈ (𝑟𝑄)3 ∪ (𝑟𝑄)4

Next, define 𝐹 ∶ (𝑟𝑄)1 ∪ (𝑟𝑄)2 → R2 by reflecting 𝑓 in the (upper) 𝑥2-axis, i.e.

𝐹 (𝑋) =

{

𝑓 (𝑋) if 𝑋 ∈ (𝑟𝑄)1
𝑓 (−𝑥1, 𝑥2) if 𝑋 ∈ (𝑟𝑄)2,

and then extend 𝐹 to a function 𝐹 ∶ 𝑟𝑄 → R2 by

𝐹 (𝑋) =

{

𝐹 (𝑋) if 𝑋 ∈ (𝑟𝑄)1 ∪ (𝑟𝑄)2
𝐹 (−𝑋) if 𝑋 ∈ (𝑟𝑄)3 ∪ (𝑟𝑄)4.

Note that by symmetry,

∫(𝑟𝑄)3∪(𝑟𝑄)4
|∇𝐹 |2 = ∫(𝑟𝑄)2∪(𝑟𝑄)1

|∇𝐹 |2

and

∫(𝑟𝑄)2
|∇𝐹 |2 = ∫(𝑟𝑄)1

|∇𝐹 |2

= ∫𝑄1

|∇𝑓 |2 + D(𝑓, (𝑟𝑄)1 ⧵𝑄1)

= 𝜌2 ∫𝑄1

|∇𝑔|2 + D(𝑓, (𝑟𝑄)1 ⧵𝑄1)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶𝐷0

.

(This is where ∇𝑓 = 𝜌 cof ∇𝑔 is used.) Also, by (4.38) and (4.39),

∫𝑄1∪𝑄2

|∇𝐺|2 = ∫𝑄1

|∇𝑔|2 + ∫𝑄2

|∇𝑔|2

= 2𝜋 ln𝑁 + 𝑂(1)

as 𝑁 → ∞. Finally, set

𝛷(𝑋) = 𝐹 (𝑋) + 𝐺̃(𝑋) 𝑋 ∈ 𝑟𝑄.

Then 𝐹 and 𝐺 form the even and odd parts respectively of 𝛷 ∈ 𝐻1
0 (𝑟𝑄,R

2).

Step 3. We know that for odd/even decompositions,

𝐼
(

𝜙, 0 −𝑐
𝑐 0

)

= 2∫𝑄1∪𝑄2

|∇𝐺|2 + 2∫(𝑟𝑄)2∪(𝑟𝑄)1
|∇𝐹 |2 − 2𝑐 ∫𝑄1

cof ∇𝐹 ⋅ ∇𝐺

= 2∫𝑄1

|∇𝑔|2 + 2∫𝑄2

|∇𝑔|2 + 4∫(𝑟𝑄)1
|∇𝐹 |2 − 2𝑐 ∫𝑄1

cof ∇𝑓 ⋅ ∇𝑔

= 2∫𝑄1

|∇𝑔|2 + 4𝜌2 ∫𝑄1

|∇𝑔|2 + 4𝐷0 − 2𝑐𝜌∫𝑄1

|∇𝑔|2 + 𝑂(1)

= 4𝜋 ln𝑁 + 8𝜋𝜌2 ln𝑁 − 4𝑐𝜌𝜋 ln𝑁 + 𝑂(1)
2

19

= 4𝜋(1 + 2𝜌 − 𝑐𝜌) ln𝑁 + 𝑂(1)
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Fig. 5.5. Distribution of 𝑓 (left), components 𝜑1 (middle), and 𝜑2 (right) of the corresponding minimizer 𝜑 = (𝜑1 , 𝜑2) providing 𝐼(𝜑) < 0.

as 𝑁 → ∞. When 𝑐 >
√

8, the prefactor of ln𝑁 in the line above can be made negative by choosing 𝜌 suitably, so (HIM) fails when
the domain of integration is 𝑟𝑄. But since the prefactor of det ∇𝛷 is a 0−homogeneous function, (HIM) is independent of dilations
of the domain. In particular, by exhibiting 𝛷 that breaks (HIM) on some 𝑟𝑄 we may conclude that (HIM) fails on all 𝑟′𝑄 if 𝑐 >

√

8.
A similar argument works in the case 𝑐 < −

√

8. □

5. Numerical experiments in the planar case

A minimizer 𝜑 = (𝜑1, 𝜑2) of (1.1) for 𝑛 = 2 can be obtained numerically by the finite element method. We modified the MATLAB
tool [14] exploiting the lowest-order (known as P1) elements defined on a regular triangulation of 𝛺. A complementary code is
available at

https://www.mathworks.com/matlabcentral/fileexchange/130564
for download and testing. The function 𝑓 is assumed to be a piecewise constant in smaller subdomains. If the triangulation is
aligned with subdomain shapes, then the numerical quadrature of both terms in (1.1) is exact. Based on the initial guess provided,
the trust-region method strives to find the minimizer. If an argument is found for which the energy value drops below a negative
prescribed value (set in all experiments as −100), the computation ends with the output that the problem is unbounded. Otherwise,
the problem is bounded and the minimum energy equals zero. Due to a termination criterion of the trust-region method, the zero
value is only indicated by a very small positive number (eg. 10−6).

An example of an unbounded insulation type problem is shown in Fig. 5.5. It is defined on 𝛺 = (−1, 1)2 with one inner subdomain
of vertical boundaries located at 𝑥1 = ±0.4. Discrete values of 𝑓 are −4, 0, −4.

A different graphical output is provided in Figs. 5.7, 5.8 and 5.10, consisting of a 2D view of 𝑓 , low-energy densities

|∇𝜑|2 ± 2 det ∇𝜑, |∇𝜑|2 + 𝑓 det ∇𝜑

and the deformed triangulated domain 𝜑(𝛺) +𝛺. Note that the low-energy 𝜑 have been rescaled by a constant (positive) factor so
that the triangles in the deformed domain provide a smooth visual output. In view of Proposition 2.1(i), the rescaling preserves the
sign of the corresponding energy.

5.1. Variable width

In Fig. 5.7 the deflection angle 𝛼, which is described by means of Fig. 5.6, is set to zero and the quantities 𝜌 ∶= 𝑤0∕𝑤4 are varied
with 𝑤−4 = 𝑤4.

As 𝜌 increases, so the (light blue) insulation region {𝑓 = 0} grows relative to the regions {𝑓 = ±4} and appears to carry with it
an increased Dirichlet energy cost (since the integrand becomes |∇𝜑|2 when 𝑓 = 0) until, in Fig. 5.7 (D), the functional attains a
minimum value of zero.2 We ask why this should be so.

One possible heuristic explanation is as follows. First note that we may assume without loss of generality that 𝜑 is symmetric
about the 𝑥2-axis, which bisects the region {𝑓 = 0}, and so confine attention to the behavior of 𝜑 in just the left-hand plane, 𝐿, say.
Further, since 𝜑 can be assumed to be harmonic in the regions {𝑓 = −4} and {𝑓 = 0}∩𝐿, and since det ∇𝜑 is a null Lagrangian, the
value of

𝐼𝐿(𝜑) ∶= ∫{𝑓=−4}
|∇𝜑|2 − 4 det ∇𝜑 d𝑥 + ∫{𝑓=0}∩𝐿

|∇𝜑|2 d𝑥 (5.1)

is completely determined by the behavior of 𝜑 along the boundary sets

𝛤 ∶= 𝜕({𝑓 = −4}) ∩ 𝜕({𝑓 = 0}) (5.2)

2 We conjecture that, in this geometry, (HIM) holds for all 𝜌 ≥ 2.
20
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Fig. 5.6. Insulation problem with deflection.

Fig. 5.7. A sequence of minimizers: an insulation problem with variable width parameter 𝜌 and constant deflection angle 𝛼 = 0. The boundary 𝛤 , which is
defined in Eq. (5.2), lies along the intersection of the gold and light blue regions in each figure in the leftmost column. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
21
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Fig. 5.8. A sequence of minimizers: an insulation problem with a fixed width 𝑤0 = 0.8, 𝑤4 = 𝑤−4 = 0.6 and a variable deflection angle 𝛼.

and the 𝑥2-axis 𝜕(𝐿 ∩ {𝑓 = 0}). Recall that 𝜑 vanishes on 𝜕𝑄. The second column of Figs. 5.7 (A), (B), (C) and (D) shows that in
the region {𝑓 = −4} low-energy 𝜑 tend to behave more conformally than not, which makes sense in view of the integrand of (5.1).
This, in turn, produces a trace 𝜑 ⏐

𝛤
that helps determine3 the Dirichlet energy

𝐷0(𝜑) ∶= ∫𝐿∩{𝑓=0}
|∇𝜑|2 d𝑥.

The two quantities 𝐷0(𝜑) and

∫{𝑓=−4}
|∇𝜑|2 − 4 det ∇𝜑 d𝑥 (5.3)

compete. In Fig. 5.7 (A), the higher frequency trace 𝜑 ⏐𝛤 presumably lowers the energy (5.3) without incurring a large Dirichlet
cost 𝐷0(𝜑) in the neighboring region 𝐿 ∩ {𝑓 = 0}, and in such a way that the negative term (5.3) dominates. In Fig. 5.7 (C), the
same mechanism leads not only to negative energy but also to a lower frequency trace: for the domain in (C), the Dirichlet energy
of the traces seen in (A) and (B), for example, is too large. Finally, in Fig. 5.7 (D), the width of the {𝑓 = 0} region is such that even
the ‘low frequency’ trace 𝜑

𝛤
has a larger 𝐷0(𝜑) than the negative contribution of (5.3), and the functional cannot become negative.

3 Leaving aside the observation that, by symmetry and harmonicity, 𝜕 𝜑 should vanish on 𝜕(𝐿 ∩ {𝑓 = 0}).
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Fig. 5.9. Values of 𝜆 ensuring 𝐼2(𝜑, 𝜆𝑓2) < 0 for some 𝜑, which are produced by the bisection method applied to 5 nested triangular meshes.

5.1.1. Variable angle
In Fig. 5.8, a similar pattern is observed, but in this case, the angle of deflection 𝛼, which is defined in Fig. 5.6, now plays the

role of the changing 𝜌 featured in Fig. 5.7. Since the quantities 𝑤0 and 𝑤4 are fixed, the domain featured in Fig. 5.8 (B) is included
in that featured in (C) and (D), so any 𝜑 causing (HIM) to fail in case (B) will also cause it to fail in cases (C) and (D).

5.2. Grid of 𝑚 × 𝑚 points

To conclude our brief numerical investigation, we now consider a sequence of functionals inspired by the point-contact insulation
problem discussed in Section 4.2. In the notation introduced earlier, let

𝑓2 =
√

8𝜒𝑄1
−
√

8𝜒𝑄3

and recall that, by Proposition 4.8, the functional

𝐼2(𝜑, 𝑓2) ∶= ∫𝑄
|∇𝜑|2 + 𝑓2(𝑥) det ∇𝜑 d𝑥

obeys 𝐼2(𝜑, 𝑓2) ≥ 0 for all candidate 𝜑, and, moreover, that
√

8 ≈ 2.8284 is the largest value for which this inequality holds.
To check how sharply this bound can be approximated numerically, we consider a sequence of minimization problems with a

modified functional

𝐼2(𝜑, 𝜆𝑓2),

where 𝜆 is a real parameter. According to the analysis above, we expect that 𝜆 = 1 will be a critical value in the sense that
𝐼2(𝜑, 𝜆𝑓2) ≥ 0 should hold for all test functions 𝜑 when |𝜆| ≤ 1, whereas this should fail to be the case when |𝜆| > 1. Using a
bisection method for 𝜆 ∈ [1, 2], we searched numerically for 𝜆 such that 𝐼2(𝜑, 𝜆𝑓2) < 0 occurs for some 𝜑. Each such 𝜆 is an upper
bound on the ‘true’ critical value of 1. The results are shown in Fig. 5.9. We see that the computed values of 𝜆 depend on the choice
of the computational mesh and that the finer the mesh, the closer to 1 were the approximations. The smallest value 𝜆 = 1.0859 was
obtained on a regular mesh with 65536 triangular elements.

It is natural to ask whether the (HIM) inequality

𝐼2(𝜑, 𝑓2) ≥ 0 𝜑 ∈ 𝑊 1,2
0 (𝑄;R2),

which has 𝛿𝑓 = 2
√

8, can be improved by subdividing the domain 𝑄 more finely, redefining 𝑓 suitably, and thereby producing
larger values of 𝛿𝑓 .

Accordingly, consider a sequence of piecewise constant functions 𝑓2, 𝑓3,… that are chosen to replicate along the main diagonal
of 𝑄 the maximum jump of 2

√

8 that features in 𝑓2.
For illustration, the leftmost column of Fig. 5.10 shows, in graphical form, the values taken by 𝑓5 and the subsquares of 𝑄 on

which the various values are taken. The other 𝑓𝑚 are constructed similarly, and they have the properties that

(i) the largest value taken by each 𝑓𝑚 is
√

8(𝑚 − 1),
(ii) the largest jump in 𝑓 is 𝛿𝑓 = 2

√

8(𝑚 − 1).
23
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Fig. 5.10. Leftmost column: the distribution of values taken by the piecewise constant function 𝑓5. Other columns: features of 𝜑 such that 𝐼2(𝜑, 𝑓5) < 0.

The figures in the four other columns show observed features of 𝜑 for which 𝐼2(𝜑, 𝑓5) < 0, where, more generally,

𝐼2(𝜑, 𝑓𝑚) ∶= ∫𝑄
|∇𝜑|2 + 𝑓𝑚(𝑥) det ∇𝜑 d𝑥, 𝑚 = 2, 3,… .

Numerical experiments with outputs similar to those of Fig. 5.10 show that (HIM) appears to fail in the cases 𝑚 = 3, 4, 5. We
infer that other than for the 2 × 2 grid, the maximum ‘diagonal’ jump of 2

√

8 along the leading diagonal of 𝑄 is too large for (HIM)
to hold. Before modifying the approach slightly, let us note in relation to Fig. 5.10 that when 𝑚 = 5,

(i) low-energy 𝜑 appear to concentrate their most significant ‘non-zero behaviour’ near intersection points of sets of four
subsquares;

(ii) by superimposing neighbouring figures in the second and third columns, we see that the regions described in (i) tend to be
composed of mutually exclusive ‘patches’ of conformal/anticonformal gradients.

Similar patterns were observed for other choices of 𝑚.
Let us now replace each 𝑓𝑚 by 𝜆𝑓𝑚, where 𝜆 > 0, and seek the largest 𝜆 for which

𝐼(𝜑, 𝜆𝑓𝑚) = ∫𝑄
|∇𝜑|2 + 𝜆𝑓𝑚(𝑥) det ∇𝜑 d𝑥 (5.4)

obeys 𝐼(𝜑, 𝜆𝑓𝑚) ≥ 0 for all 𝜑 in 𝑊 1,2
0 (𝑄;R2). The pointwise Hadamard inequality implies that 𝜆 such that that

√

8𝜆(𝑚 − 1) = 2 will
be such that (HIM) holds, so the set

𝑆(𝑚) ∶= {𝜆 > 0 ∶ 𝐼(𝜑, 𝜆𝑓𝑚) ≥ 0 for all 𝜑 ∈ 𝑊 1,2
0 (𝑄;R2)}

contains (
√

2(𝑚−1))−1. Let 𝜆crit(𝑚) = sup𝑆(𝑚) and note that if 𝜆crit(𝑚) = ∞ then we may take 𝛿(𝜆𝑓𝑚) arbitrarily large such that (HIM)
holds. Otherwise, 𝜆crit(𝑚) is finite, and in fact bounded above by 1 in all cases 𝑚 ≥ 3 that we have tested. See Fig. 5.11 for the cases
𝑚 = 3,… , 25, for example.

Lemma 5.1. Let 𝐼(𝜑; 𝜆𝑓𝑚) be given by (5.4), let 𝜇 > 𝜆 and suppose that 𝐼(𝜑; 𝜆𝑓𝑚) < 0 for some 𝜑 ∈ 𝑊 1,2
0 (𝑄,R2). Then

𝐼(𝜑;𝜇𝑓𝑚) < 𝐼(𝜑; 𝜆𝑓𝑚). (5.5)

Proof. The assumptions imply that

∫𝑄
𝜆𝑓𝑚 det ∇𝜑 d𝑥 < −∫𝑄

|∇𝜑|2 d𝑥,

the right-hand side of which must be negative. Hence

∫𝑄
𝜇𝑓𝑚 det ∇𝜑 d𝑥 < ∫𝑄

𝜆𝑓𝑚 det ∇𝜑 d𝑥,

from which (5.5) follows easily. □

We infer that 𝑆(𝑚) is the interval (0, 𝜆crit(𝑚)). Indeed, if this were not the case then there are points 𝑎 < 𝑏 < 𝑐 such that 𝑎, 𝑐 ∈ 𝑆(𝑚)
and 𝑏 ∉ 𝑆(𝑚). If 𝑏 ∉ 𝑆(𝑚) then there is 𝜑 such that 𝐼(𝜑, 𝑏𝑓𝑚) < 0, and hence, by Lemma 5.1, 𝐼(𝜑; 𝑐𝑓𝑚) < 0, contradicting the
assumption that 𝑐 ∈ 𝑆(𝑚). By referring to Fig. 5.11, it seems to hold that 𝑆(𝑚) ⊂ [0, 1).

Using the bisection method described earlier, we calculate approximations, labelled 𝜆approx(𝑚), to 𝜆crit(𝑚) for some of 𝑚 = 1,… , 25,
the results of which are shown in Fig. 5.11.

The curve fitting in the left plot suggests that 𝜆approx(𝑚) ∼
𝑐0
𝑚+1 with 𝑐0 ≈ 4.6924. This further implies, as one can see from the

right plot, that 𝛿(𝜆approx(𝑚)𝑓𝑚) ∼ 24.5023 − O( 1
𝑚+1 ). Thus, supposing that 𝜆approx(𝑚) ≃ 𝜆crit(𝑚), (HIM) appears to be consistent with

jumps in 𝑓 of order ∼ 24.5023.

6. Sequential weak lower semicontinuity and nonnegativity of 𝑰𝒏

Here we will study the relationship between the nonnegativity of 𝐼𝑛 and its sequential weak lower semicontinuity on 𝑊 1,𝑛
0 (𝑄;R𝑛).

Given 𝑓 ∈ 𝐿∞(𝑄) let us denote for any 𝑥 ∈ 𝑄 and any 𝐹 ∈ R𝑛×𝑛

ℎ(𝑥, 𝐹 ) = |𝐹 |𝑛 + 𝑓 (𝑥) det 𝐹 . (6.1)
24
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Fig. 5.11. Left plot: 𝜆crit(𝑚) against 𝑚. Right plot: 𝛿(𝜆crit(𝑚)𝑓𝑚) against 𝑚. Here, 𝑚2 is the number of equally-sized squares into which 𝑄 is divided when
constructing 𝑓𝑚.

It is easy to see that ℎ ∶ 𝑄×R𝑛×𝑛 → R is a Carathéodory integrand and ℎ(𝑥, ⋅) is quasiconvex for almost every 𝑥 ∈ 𝑄 [11]. Moreover,
ℎ(𝑥, ⋅) is 𝑛-Lipschitz, i.e., there is 𝛼 > 0 such that for almost every 𝑥 ∈ 𝑄 and every 𝐹1, 𝐹2 ∈ R𝑛×𝑛

|ℎ(𝑥, 𝐹1) − ℎ(𝑥, 𝐹2)| ≤ 𝛼(1 + |𝐹1|
𝑛−1 + |𝐹2|

𝑛−1)|𝐹1 − 𝐹2| , (6.2)

This follows from [1, Prop. 2.32] and the fact that 𝑓 is uniformly bounded. The following lemma proved in [15] is crucial for
further results in this section.

Lemma 6.1. Let 𝑄 ⊂ R𝑛 be as bounded domain and let (𝜑𝑘)𝑘∈N ⊂ 𝑊 1,𝑛(𝑄;R𝑛) be bounded. Then there is a subsequence (𝜑𝑗 )𝑗∈N and a
sequence (𝑧𝑗 )𝑗∈N ⊂ 𝑊 1,𝑛(𝑄;R𝑛) such that

lim
𝑗→∞

𝑛({𝑥 ∈ 𝑄 ∶ 𝑧𝑗 (𝑥) ≠ 𝜑𝑗 (𝑥) or ∇𝑧𝑗 (𝑥) ≠ ∇𝜑𝑗 (𝑥)}) = 0 (6.3)

and (|∇𝑧𝑗 |
𝑛)𝑗∈N is relatively weakly compact in 𝐿1(𝑄).

Assume that 𝜑𝑘 ⇀ 𝜑 in 𝑊 1,𝑛
0 (𝑄;R𝑛). Extracting a non-relabeled subsequence we can write 𝜑𝑘 = 𝑧𝑘+𝑤𝑘 where (𝑧𝑘)𝑘 is defined by

Lemma 6.1, Hence, 𝑧𝑘 ⇀ 𝜑 in 𝑊 1,𝑛(𝑄;R𝑛) and ∇𝑤𝑘 → 0 in measure as 𝑘 → ∞. Assume that for 𝓁 ∈ N large enough 𝜂𝓁 ∶ 𝑄 → [0, 1]
is a cut-off function such that 𝜂𝓁(𝑥) = 1 if dist(𝑥, 𝜕𝑄) ≥ 𝓁−1, 𝜂𝓁(𝑥) = 0 on 𝜕𝑄 and |∇𝜂𝑙| ≤ 𝐶𝓁 for some 𝐶 > 0. We define
𝑢𝑘𝓁 = 𝜂𝓁𝑧𝑘 + (1 − 𝜂𝓁)𝜑. Following [16, Lemma 8.3] we get a sequence (𝑧̃𝓁)𝓁 = (𝑢𝑘(𝓁)𝓁)𝓁 such that

lim
𝑗→∞

𝑛({𝑥 ∈ 𝑄 ∶ 𝑧̃𝑗 (𝑥) ≠ 𝑧𝑗 (𝑥) or ∇𝑧̃𝑗 (𝑥) ≠ ∇𝑧𝑗 (𝑥)}) = 0 (6.4)

and (|∇𝑧̃𝑗 |
𝑛)𝑗∈N is relatively weakly compact in 𝐿1(𝑄). Altogether, it follows that lim𝑗→∞ ‖∇𝑧𝑗 − ∇𝑧̃𝑗‖𝐿𝑛(𝑄;R𝑛) = 0 by the Vitali

convergence theorem. It is easy to see using (6.2) together with Lemma 6.1 and the previous calculations that

lim inf
𝑘→∞

𝐼𝑛(𝜑𝑘) = lim inf
𝑘→∞

(𝐼𝑛(𝑧𝑘) + 𝐼𝑛(𝑤𝑘)) = lim inf
𝑘→∞

(𝐼𝑛(𝑧̃𝑘) + 𝐼𝑛(𝑤𝑘))

≥ lim inf
𝑘→∞

𝐼𝑛(𝑧̃𝑘) + lim inf
𝑘→∞

𝐼𝑛(𝑤𝑘) . (6.5)

It follows from [17, Thm 3.1 (i)] that lim inf𝑘→∞ 𝐼𝑛(𝑧̃𝑘) ≥ 𝐼𝑛(𝜑). If, additionally, we have

lim inf
𝑘→∞

𝐼𝑛(𝑤𝑘) ≥ 𝐼𝑛(0) = 0 (6.6)

then

lim inf
𝑘→∞

𝐼𝑛(𝜑𝑘) ≥ 𝐼𝑛(𝜑), (6.7)

i.e., 𝐼𝑛 is sequentially weakly lower semicontinuous on 𝑊 1,𝑛(𝑄;R𝑛). Obviously, (6.6) holds if 𝐼𝑛 ≥ 0. On the other hand, If 𝐼𝑛 is
sequentially weakly lower semicontinuous on 𝑊 1,𝑛

0 (𝑄;R𝑛) then (6.6) must hold for every (𝑤𝑘) ⊂ 𝑊
1,𝑛
0 (𝑄;R𝑛) converging to zero in

measure. Altogether, it yields the following proposition.

Proposition 6.2. Let 𝑓 ∈ 𝐿∞(𝑄) and let 𝐼𝑛 ≥ 0 on 𝑊 1,𝑛
0 (𝑄;R𝑛). Then 𝐼𝑛 is sequentially weakly lower semicontinuous on 𝑊 1,𝑛

0 (𝑄;R𝑛)
if and only if (6.6) holds for every (𝑤𝑘) ⊂ 𝑊 1,𝑛

0 (𝑄;R𝑛) converging to zero in measure. In particular, 𝐼𝑛 is sequentially weakly lower
semicontinuous on 𝑊 1,𝑛(𝑄;R𝑛) if 𝐼 ≥ 0 on 𝑊 1,𝑛(𝑄;R𝑛).
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ppendix

It is important for the validity of the arguments leading to Proposition 4.5 to establish that the conformal map 𝜓 , referred to in
4.29), exists. This is the purpose of the following section.

.1. Construction of the conformal map 𝜓

Let 𝑄 be the square in C with vertices at 0, 1, 1 + 𝑖 and 𝑖, and recall that 𝐷 stands for the unit disk in C. We construct here a
conformal map 𝜙 ∶ 𝐷 → 𝑄 such that the (unique) continuous extension 𝜙̃ ∶ 𝑄̄ → 𝐷̄ possesses certain symmetries that are needed in
the course of the proof of Proposition 4.5. From now on let us write 𝜙 for both the map and its extension. Then 𝜙 will be such that for
each fixed 𝜃 the four points in the ordered set {𝑒𝑖𝜃 ,−𝑒−𝑖𝜃 ,−𝑒𝑖𝜃 , 𝑒−𝑖𝜃} are mapped to four points in the ordered set {𝜙1, 𝜙2, 𝜙3, 𝜙4} ⊂ 𝜕𝑄
with the properties that

(a) 𝜙1 and 𝜙2 are mirror images of one another in the line [1, 𝑖];
(b) 𝜙3 and 𝜙4 are mirror images of one another in the line [1, 𝑖];
(c) 𝜙1 and 𝜙4 are mirror images of one another in the line [0, 1 + 𝑖];
(d) 𝜙2 and 𝜙3 are mirror images of one another in the line [0, 1 + 𝑖],

as illustrated below.

Lemma A.1. There exists a conformal map 𝜙 ∶ 𝐷 → 𝑄 with symmetry properties (a)–(d) and whose unique homeomorphic extension,
also denoted 𝜙, obeys 𝜙(1) = 1 + 𝑖, 𝜙(𝑖) = 𝑖, 𝜙(−1) = 0 and 𝜙(−𝑖) = 1, together with

{𝜙(𝑒𝑖𝜇) ∶ 0 ≤ 𝜇 ≤ 𝜋∕2} = [𝑖 + 1, 𝑖],
{𝜙(𝑒𝑖𝜇) ∶ 𝜋∕2 ≤ 𝜇 ≤ 𝜋} = [𝑖, 0],
{𝜙(𝑒𝑖𝜇) ∶ 𝜋 ≤ 𝜇 ≤ 3𝜋∕2} = [0, 1],

{𝜙(𝑒𝑖𝜇) ∶ 3𝜋∕2 ≤ 𝜇 ≤ 2𝜋} = [1, 1 + 𝑖].

(A.1)

Proof. Let 𝐻 be the upper half-plane in C, let 𝐻0 be the first quadrant {𝑧 ∈ C ∶ Im 𝑧 > 0, Re 𝑧 > 0}, and let 𝑇 be the interior of
he triangle with vertices at 0, 1 and 1 + 𝑖. To start with, we follow [18, Section 5.3] and let 𝑔0 ∶ 𝐻0 → 𝑇 be the unique conformal
ap whose homeomorphic extension to 𝐻̄0, again denoted 𝑔0 for brevity, satisfies 𝑔0(0) = 0, 𝑔0(1) = 1 and 𝑔0(∞) = 1 + 𝑖. Note that
0 takes the imaginary axis in 𝐻 , 𝛼 say, to [0, 1 + 𝑖]. Let 𝑔 ∶ 𝐻 → 𝑄 be obtained by reflection in the imaginary axis, and note in
articular that, because 𝑔0(1) = 1, it must be that 𝑔(−1) = 𝑖, which is the mirror image of 𝑔0(1) in 𝑔0(𝛼). We are now in possession of
he preimage under 𝑔 of each vertex of 𝑄, and since the conformal map 𝐺 ∶ 𝐻 → 𝑄 that is prescribed by the Schwarz–Christoffel
ormula (e.g., see [18, Theorem 5.6])

𝐺(𝑧) = 𝐴∫

𝑧

0
𝜉−

1
2 (𝜉 − 1)−

1
2 (𝜉 + 1)−

1
2 𝑑𝜉 (A.2)

agrees, for a suitable constant 𝐴, with 𝑔 at a triple of oriented points on the boundary of 𝐻 , it follows by [18, Theorem 4.12] that
𝑔 = 𝐺 in 𝐻 . It will shortly be helpful to note that if [−∞, 𝑎], [𝑎, 𝑏] and [𝑏,∞] are understood as subintervals of R ∪ {±∞} embedded
in C̃ then

𝑔([−∞,−1]) = [1 + 𝑖, 𝑖],
𝑔([−1, 0]) = [𝑖, 0],
𝑔([0, 1]) = [0, 1], and
𝑔([1,∞]) = [1, 1 + 𝑖].

(A.3)

Let 𝐶1 = {𝑧 ∈ 𝐻̄ ∶ |𝑧| = 1}. We claim that 𝑔(𝐶1) = [1, 𝑖]. To see it, we appeal directly to (A.2), which, after a short calculation,
shows that if 𝑧 = 𝑒𝑖𝜇 with 0 ≤ 𝜇 ≤ 𝜋,

𝐺(𝑒𝑖𝜇) = (𝑖 − 1)
𝐾(𝜇)
𝐾(𝜋)

+ 1

here 𝐾(𝜇) is real, finite and 𝐾(0) = 0. The claim is immediate.
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Fig. A.12. This colour-coded figure records the effect of the conformal map 𝜙 ∶= 𝑔◦𝑣 on the boundary of the unit circle in C. It can be checked that
[−𝑖, 𝑖]

𝑣
→ 𝐶1

𝑔
→ [1, 𝑖], which is one of the diagonals of 𝑄, and that [−1, 1)

𝑣
→ 𝛼

𝑔
→ [0, 1 + 𝑖], the other diagonal. These observations become important when

establishing the various symmetries of 𝜙 in Proposition A.3. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

Now define 𝑣 ∶ 𝐷 → 𝐻 by 𝑣(𝑧) = 𝑖
(

1+𝑧
1−𝑧

)

and note the following easily-verified facts about 𝑣:

{𝑣(𝑒𝑖𝜇) ∶ 0 ≤ 𝜇 ≤ 𝜋∕2} = [−∞,−1],
{𝑣(𝑒𝑖𝜇) ∶ 𝜋∕2 ≤ 𝜇 ≤ 𝜋} = [−1, 0],
{𝑣(𝑒𝑖𝜇) ∶ 𝜋 ≤ 𝜇 ≤ 3𝜋∕2} = [0, 1],
{𝑣(𝑒𝑖𝜇) ∶ 3𝜋∕2 ≤ 𝜇 ≤ 2𝜋} = [1,∞],

𝑣([−𝑖, 𝑖]) = 𝐶1,

(A.4)

here, in the first four lines, the convention of (A.3) concerning image sets remains in force.
Let 𝜙 ∶ 𝐷 → 𝑄 be given by

𝜙 ∶= 𝑔◦𝑣, (A.5)

nd note that by combining (A.3) with (A.4) we obtain (A.1). See Fig. A.12.
It only remains to prove the symmetry properties (a)–(d) in the statement of the lemma, and for this it helps to recall the

onvention set out earlier that if 0 ≤ 𝜃 ≤ 𝜋∕2 then 𝜙1 = 𝜙(𝑒𝑖𝜃), 𝜙2 = 𝜙(−𝑒−𝑖𝜃), 𝜙3 = 𝜙(−𝑒𝑖𝜃) and 𝜙4 = 𝜙(𝑒−𝑖𝜃). By direct calculation,
e find that

𝑣1 ∶= 𝑣(𝑒𝑖𝜃) = − sin 𝜃
1−cos 𝜃 ,

𝑣2 ∶= 𝑣(−𝑒−𝑖𝜃) = − sin 𝜃
1+cos 𝜃 ,

𝑣3 ∶= 𝑣(−𝑒𝑖𝜃) = sin 𝜃
1+cos 𝜃 ,

𝑣4 ∶= 𝑣(𝑒−𝑖𝜃) = sin 𝜃
1−cos 𝜃 .

(A.6)

Since for 𝜃 > 0 all 𝑣𝑗 are real, and 𝑣1 = −𝑣4 and 𝑣2 = −𝑣3, it must be that 𝜙1 = 𝑔(𝑣1) and 𝜙4 = 𝑔(𝑣4) are mirror images of one another
n 𝑔(𝛼) = [0, 1 + 𝑖]. The same is true for 𝜙2 = 𝑔(𝑣2) and 𝜙3 = 𝑔(𝑣3). The case 𝜃 = 0 corresponds to 𝑣1 = ∞ and 𝑣2 = ∞ in C̃, and by
onstruction we have 𝑔(∞) = 1 + 𝑖. Hence in all cases symmetries (c) and (d) hold.

To prove symmetries (a) and (b), note from (A.6) that, for 𝜃 > 0, 𝑣1𝑣3 = −1 and 𝑣2𝑣4 = −1. But 𝑣3 = −𝑣2, so 𝑣1𝑣2 = 1 and
4𝑣3 = 1, from which it is apparent that 𝑣1 and 𝑣2 are symmetric4 with respect to the part circle 𝐶1, and that the same is true of
3 and 𝑣4. Consider the restriction 𝑔⏐𝐷∩𝐻

of 𝑔 to the interior of 𝐶1 in 𝐻 , which is the same as the set 𝐷 ∩𝐻 . We can extend 𝑔⏐𝐷∩𝐻
sing the Schwarz reflection principle (where the reflection is in the part circle 𝐶1) into 𝐻 ⧵ 𝐷, yielding a function 𝑔∗, say, that
s holomorphic in 𝐻 and which agrees with 𝑔 on the open set 𝐷 ∩𝐻 . It must therefore be that 𝑔∗ = 𝑔 in 𝐻 . Since 𝑣1 and 𝑣2 are
ymmetric with respect to 𝐶1 it follows that 𝑔∗(𝑣1) and 𝑔∗(𝑣2) are symmetric5 with respect to 𝑔∗(𝐶1) = 𝑔(𝐶1) = [1, 𝑖], using the claim
roved after (A.3). Being symmetric with respect to [1, 𝑖] in this setting means precisely that 𝜙1 = 𝑔(𝑣1) and 𝜙2 = 𝑔(𝑣2) are mirror
mages of one another in [1, 𝑖]. If 𝜃 = 0 then 𝑣1 = ∞ and 𝑣2 = 0, and then 𝜙1 = 𝑔(𝑣1) = 𝑔(∞) = 1 + 𝑖 and 𝑔(𝑣2) = 𝑔(0) = 0 are again
irror images in [1, 𝑖]. Thus part (a) in the statement of the lemma, and a similar argument leads to (b). □

Recall the definition of the boundary condition 𝐹 ′
2 given in (4.28). It should be clear that the support of 𝐹 ′

2 is contained in
0, 𝑖] ∪ [1, 1 + 𝑖]. It is also apparent from Fig. A.12 that 𝜙 is such that

𝜙−1([0, 𝑖]) ⊂ 𝜕𝐷 ∩ {𝑧 ∈ C ∶ Re𝑧 < 0, Im𝑧 > 0}

𝜙−1([1, 1 + 𝑖]) ⊂ 𝜕𝐷 ∩ {𝑧 ∈ C ∶ Re > 0, Im𝑧 < 0}.

n particular, the boundary condition ℎ′(𝜁 ) = 𝐹 ′
2(𝜙0(𝜁 )), 𝜁 ∈ 𝜕𝐷, does not satisfy the condition that if ℎ(𝜃) ∶= ℎ′(𝑒𝑖𝜃) for 0 ≤ 𝜃 ≤ 𝜋

hen spt (ℎ) ⊂ [𝜋∕4, 3𝜋∕4]. But this is easily remedied by replacing 𝜙(𝜁 ) with 𝜙(𝑒𝑖𝜋∕4𝜁 ) in the above (see Fig. A.13).

4 See e.g. [18, IX Section 2.6]
5 Strictly, one ought to say symmetric with respect to a circline in C rather than part of a line. But by producing [1, 𝑖] at both ends, one obtains such a

circline.
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Fig. A.13. This is a cartoon-like sketch of the boundary conditions imposed on 𝜕𝐷 by ‘pulling back’, via 𝜓 , the boundary conditions indicated on 𝑄 in the
rightmost part of the figure.

Fig. A.14. This illustrates (some of) the symmetries of the map 𝜙 that are needed to establish facts about the boundary conditions ℎ′ and ℎ′′ as applied on 𝜕𝐷
n problems of ⊖− and ⊕−type. The convention introduced earlier remains in force, namely that 𝜙1 = 𝜙(𝑒𝑖𝜃 ), 𝜙2 = 𝜙(−𝑒−𝑖𝜃 ), 𝜙3 = 𝜙(−𝑒𝑖𝜃 ) and 𝜙4 = 𝜙(𝑒−𝑖𝜃 ). See

the discussion that precedes Proposition A.3 for the details.

Definition A.2 (The map 𝜓). Let 𝜙 ∶ 𝐷 → 𝑄 be the map constructed in Lemma A.1. Then define 𝜓 ∶ 𝐷 → 𝑄 by

𝜓(𝜁 ) = 𝜙(𝑒𝑖𝜋∕4𝜁 ), 𝜁 ∈ 𝐷.

To illustrate why symmetries (a)–(d) are needed, consider the maps 𝐹 ′
2 ∶ 𝜕𝑄→ C and ℎ′ ∶ 𝜕𝐷 → C defined in (4.28) and (4.29)

espectively. We wish ℎ′ to have the property that ℎ′(𝜁 ) = −ℎ′(−𝜁 ) for all 𝜁 ∈ 𝜕𝐷. For the sake of argument, let 𝜁 ∈ 𝜕𝐷 lie in the
irst quadrant so that 𝜂 ∈ 𝜕𝐷 defined by 𝜂 ∶= 𝑒𝑖𝜋∕4𝜁 lies in the fourth quadrant. Then we may find 𝜃 ∈ [0, 𝜋∕2] such that 𝜂 = 𝑒−𝑖𝜃 .
y Lemma A.1, 𝜙4 = 𝜙(𝑒−𝑖𝜃) then belongs to [1, 1 + 𝑖] ⊂ 𝜕𝑄. Let

𝜙4 = 1 + 𝑥2𝑖

here, without loss of generality, 𝑥2 ≥ 1∕2. Write 𝜙2 = 𝜙(−𝑒−𝑖𝜃), which belongs to the line [0, 𝑖], as

𝜙2 = (1 − 𝑦2)𝑖,

nd define

𝜙′
2 = 𝑦2𝑖

o be the mirror image of 𝜙2 in the line [𝑖∕1, 1 + 𝑖∕2]. We claim that

(i) 𝐹 ′
2(𝜙4) = −𝐹 ′

2(𝜙
′
2), and hence that

(ii) ℎ′(𝜁 ) = −ℎ′(−𝜁 ).

To see (i), first observe from (4.29) that ℎ′(𝜁 ) = 𝐹 ′
2(𝜓(𝜁 )) = 𝐹 ′

2(𝜙(𝑒
𝑖𝜋∕4𝜁 )) = 𝐹 ′

2(𝜙(𝜂)) = 𝐹 ′
2(𝜙4). Then note that by symmetries (c)

nd (a) above it must be that dist(𝜙4, 1 + 𝑖) = dist(𝜙2, 0). See Fig. A.14.
Hence 𝑥2 = 𝑦2, and so by applying the definition of 𝐹 ′

2 given in (4.28) we see that

𝐹 ′
2(𝜙4) = 𝐹 ′

2(1 + 𝑥2𝑖) = −𝑓1(𝑥2)

nd

𝐹 ′
2(𝜙

′
2) = 𝐹 ′

2(𝑦2𝑖) = 𝑓1(𝑦2) = 𝑓1(𝑥2).

his is (i). To see (ii), note first that ℎ′(−𝜁 ) = 𝐹 ′
2(𝜓(−𝜁 )) = 𝐹 ′

2(𝜙(−𝜂)) = 𝐹 ′
2(𝜙2) and recall that ℎ′(𝜁 ) = 𝐹 ′

2(𝜙4). Using the property that
′
2(𝜙2) = 𝐹 ′

2(𝜙
′
2) in the first equation and then applying (i), we have ℎ′(−𝜁 ) = −ℎ′(𝜁 ), which is (ii). Thus we are led to the following

esult.
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Proposition A.3. Let 𝜓 ∶ 𝐷 → 𝑄 be the conformal map in Definition A.2 and let the maps ℎ′ and ℎ′′ be given by

ℎ′(𝜁 ) = 𝐹 ′
2(𝜓(𝜁 )),

ℎ′′(𝜁 ) = 𝐹 ′
1(𝜓(𝜁 )),

here 𝜁 ∈ 𝜕𝐷, 𝐹 ′
2 is given by (4.28) and

𝐹 ′
1(𝑧) =

⎧

⎪

⎨

⎪

⎩

𝑓1(𝑥2 +
1
2 ) if 𝑧 = 𝑥2𝑖 ∈ [0, 𝑖]

0 if 𝑧 ∈ [0, 1] ∪ [𝑖, 1 + 𝑖]
𝑓1(𝑥2 +

1
2 ) if 𝑧 = 1 + 𝑥2𝑖 ∈ [1, 1 + 𝑖].

(A.7)

Then ℎ′(𝜁 ) = −ℎ′(−𝜁 ) and ℎ′′(𝜁 ) = ℎ′′(−𝜁 ) for all 𝜁 ∈ 𝜕𝐷. Moreover, each component of the maps ℎ′(𝜃) ∶= ℎ′(𝑒𝑖𝜃) and ℎ′′(𝜃) ∶= ℎ′′(𝑒𝑖𝜃),
here 0 ≤ 𝜃 ≤ 𝜋, obeys conditions (H1) and (H2).
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