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H I G H L I G H T S G R A P H I C A L  A B S T R A C T

• We propose deep neural network based 
prior for source term in atmospheric 
inversion.

• The neural network creates a parametric 
correlation structure.

• The number of parameters is smaller 
than the number of unknowns.

• Estimated emission of 137Cs from 
Chernobyl wildfires in 2020 is compa-
rable with SOTA.

• The source term is 5D: spatial-temporal 
with height above ground and particle 
size.
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A B S T R A C T

The source term of atmospheric emissions of hazardous materials is a crucial aspect of the analysis of unintended 
release. Motivated by wildfires of regions contaminated by radioactivity, the focus is placed on the case of 
airborne transmission of material from 5 dimensions: spatial location described by longitude and latitude in a 
given area with potentially many sources, time profiles, height above ground level, and the size of particles 
carrying the material. Since the atmospheric inverse problem is typically ill-posed and the number of mea-
surements is usually too low to estimate the whole 5D tensor, some prior information is necessary. For the first 
time in this domain, a method based on deep image prior utilizing the structure of a deep neural network to 
regularize the inversion is proposed. The network is initialized randomly without the need to train it on any 
dataset first. In tandem with variational optimization, this approach not only introduces smoothness in the 
spatial estimate of the emissions but also reduces the number of unknowns by enforcing a prior covariance 
structure in the source term. The strengths of this method are demonstrated on the case of 137Cs emissions during 
the Chernobyl wildfires in 2020.

* Corresponding author at: Institute of Information Theory and Automation, Czech Academy of Sciences, Pod Vodárenskou věží 4, Prague 18200, Czech Republic.
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1. Introduction

Estimation of a source term of unintended atmospheric emissions of a 
hazardous material is a crucial step for further evaluation of an incident. 
Its estimation is often formulated as an inverse problem of simulation of 
atmospheric transport using numerical models. The specifics of the in-
verse problem depend on the type of the release. A point-source release 
is a case, where the location of the release is known, which is the case of 
major accidental releases of radiation from Chernobyl and Fukushima 
Daiichi nuclear power plants [17,31]. Other minor releases of radiation, 
e.g. selenium-75 [9], ruthenium-106 [37,52], and iodine-131 [36], are 
also considered to be point-source emissions, however without the 
knowledge of the location. Such a case will be denoted as the source 
location since the task is to select a single location for all temporal steps. 
Examples of such techniques range from testing different locations in the 
spatial domain [10,61] to Bayesian techniques [12,13].

In more general cases, the emissions do not originate from a single 
location but from multiple locations simultaneously. Well-known ex-
amples are estimations of greenhouse gasses, methane [60,51,25], SF6 
[59], or black carbon [14,27]. All these studies are focused on 
spatial-temporal estimation from a limited number of ground measure-
ments, which are not dense in the spatial domain. Therefore, the inverse 
problem becomes highly ill-posed and some form of regularization is 
needed. The most common regularization is some form of prior emis-
sions knowledge. For example, Manning et al. [34] assumed the 
methane emissions to be constant over the analysis period, or the de-
viation of the prior (first guess) emissions from the optimized emissions 
are penalized directly within the loss function [38,40]. The standard 
source term determination methodology then minimizes the mismatch 
between measurement and the model regularized by the distance be-
tween the estimate and the prior (first guess) emissions [39]. Specifi-
cation of the first guess is necessary to compensate for the lack of data 
but may cause significant bias in the result when inaccurate. This in-
accuracy may be even more significant for inversion from deposition 
data [11,58] or for multi-species emissions [32,53] where distribution of 
species within the emissions can vary over time and its settings in the 
first guess is hard to adjust.

This paper aims to propose an inversion methodology for spatial- 
temporal sources that does not require a first guess. The inspiration is 
drawn from the image processing field since gridded elements of the 
source term can be seen as pixels and the emissions in each spatial 
location as pixel intensities. Moreover, it can be assumed that the 
emissions vary smoothly over the spatial locations and that they are 
sparse, which are two commonly used assumptions about images in 
image reconstruction problems. Similarly to atmospheric inversion, 
these problems are often formulated as inversion and, due to their ill- 
posedness, they are solved using a Bayesian framework with carefully 
chosen priors [1,56]. However, with the advancement of deep learning 
techniques, this approach has started to underperform [33]. The benefit 
of deep learning in this domain does not come from large data but, 
perhaps surprisingly, from the architectures of neural networks. This 
concept of deep learning regularization is known as the deep image prior 
(DIP) [57]. It is based on empirical observation, that convolutional 
networks like U-net by [45] are more likely to recover smooth images 
[47].

In this work, for the first time in literature, the DIP is applied to 
regularize the estimation of the spatial-temporal source term from 
concentration measurements. It builds on prior work in the area and can 
be seen as its extension. Specifically, it is demonstrated that DIP is, in 
essence, an estimation procedure of prior correlations. The prior corre-
lations have been estimated in the source term determination context in 
temporal dimension [54] using the Variational Bayes methodology. 
However, the DIP allows correlations in multiple dimensions using the 
tools of deep learning. Estimation of the DIP within the variational 
framework has been considered in the image processing literature [26]. 
This approach was found to be superior to classical DIP due to simpler 

tuning [5]. However, the number of observations in the image pro-
cessing is much larger than that of concentrations available for a typical 
source-term determination. Therefore, it can substitute the first guess 
only to a certain limit. It would be clearly insufficient to estimate a large 
number of pixels from a small number of concentration measurements. 
Its suitability is expected in cases where a smaller number of sources 
contribute to the release simultaneously, making the problem 
spatial-temporal. The Chernobyl wildfires from April 2020 will be used 
as a demonstrating example.

The wildfires started on 3 April and lasted until approximately 23 
April [43,49,30], with a span of a few degrees in latitude and longitude 
in the spatial domain. Due to the relatively long half-life, more than 30 
years, of 137Cs, the soil and vegetation are contaminated around Cher-
nobyl after the nuclear power plant disaster, hence, 137Cs emissions from 
the wildfires were measurable across almost the whole Europe [35]. 
Therefore, the 137Cs emissions can be estimated from ambient concen-
tration measurements, however, as shown by Talerko et al. [49], the 
origin of 137Cs emissions is not a point source but a region with a radius 
of approximately 3 degrees. The source-receptor-sensitivities for this 
region are modeled using the atmospheric transport model FLEXPART 
10.4 [41]. To our best knowledge, the method proposed in this paper is 
the first method aiming to estimate such a spatial-temporal distribution 
from radionuclide concentration measurements without predefined fire 
regions from the satellite data or ground inspection. All previous works 
such as Talerko et al. [30,49] use either predefined source regions or the 
first guess of 137Cs emissions to regularize the inverse problem. The 
predefined regions by [30] will be used in this work to demonstrate that 
the spatial estimate obtained with deep neural network prior provides a 
meaningful estimate.

2. Review of inversion methods and regularization

2.1. Linear inverse problem formulation

The concept of the source-receptor-sensitivity (SRS) matrix [46] is 
adopted in this work, which means that the relation between each po-
tential source and a measurement, given by its coordinates and mea-
surement time interval, is modeled backward as a sensitivity to a unit 
release using an atmospheric transport model. The area of the potential 
emissions is covered by a grid of point sources and the sensitivity co-
efficient mi,t,lon,lat corresponding to measurement i in time-step t is ob-
tained for each location on the grid described by its longitude, lon, and 
latitude, lat. By repetition of this procedure for each measurement and 
potential emissions interval, a 4D tensor M̃ is constructed, which con-
tains the SRS matrices M̃lon,lat for each location on the grid. Denoting the 
measurement vector as y and the emissions vector at location (lon, lat) as 
xlon,lat, the link between the measurements and reconstructions can be 
formulated as 

y =
∑

lon,lat
M̃lon,latxlon,lat + e, (1) 

where e is an error term of reconstruction. Hence, the vector y is 
assumed to be explained by contributions from each element of the 
considered spatial domain. Moreover, the equation can be rewritten as 

y = Mx + e, (2) 

by simple rearranging all xlon,lat into one array and M̃lon,lat into one huge 
matrix. The goal is then to estimate the unknown emissions x from the 
linear model (2).

2.1.1. Dimension of the source term
The simplest assumption on the source term is that the location is 

known, as well as the composition of the release. The source is then one- 
dimensional with the only unknown dimension denoting temporal 
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evolution of the source. In this contribution, however, the source term is 
considered to be five-dimensional: time-varying with three particle size 
fractions and possibly emitting simultaneously from different latitude, 
longitude, and hight above ground level.

The matrix M is often ill-conditioned even in simpler scenarios, 
implying an unreliable estimation via ordinary least squares (or ridge 
regression). The considered five-dimensional extension becomes even 
more sensitive and solid regularization has to be employed.

2.2. Standard linear source term estimation using first guess

The goal of the inversion is to minimize the reconstruction error Jreco, 
defined typically as a quadratic form 

Jreco(x) = (y − Mx)TR− 1(y − Mx), (3) 

with covariance matrix R standing for tolerance of deviation between 
measurements and model reconstructions. However, the solution is 
often unstable and the first guess of emissions, x0, is employed in ma-
jority of applications due to ill-conditionality of the inverse problem 
either of the point-source [15,55], or from the selected spatial-temporal 
domain [30,60,14,59]. The use of the first guess then can be seen as the 
form of the 3D-Var method [4] or regularization of the inverse problem 
[30]. Specifically a term measuring the distance of x from x0 formulated 
as 

Jprior(x) = (x − x0)
TB− 1(x − x0), (4) 

where B is a covariance matrix which weights the penalization of the 
proximity of the estimated emissions from the first guess, is added to the 
reconstruction error Jreco forming a function 

J(x) = Jreco(x) + Jprior(x), (5) 

which, when minimized, leads to a solution of the inverse problem as 
close as possible to the first guess.

The matrix B is often selected as a scalar coefficient [19], some form 
of a diagonal matrix, or as a weighted combination of the diagonal and 
differential operator [15,18] to favor smoothness of the solution. 
Determination of a reliable first guess, x0, is a much more demanding 
task since it is often calculated or estimated based on very uncertain 
assumptions. Even obtaining a stable solution with a reasonable first 
guess may be a challenging task considering the ill-posedness of the 
inverse problem [55]. Determination of x0 becomes even more 
demanding considering the extra dimensions in terms of the unknown 
particle size distribution and unknown vertical profile of the emissions. 
Similar assumptions as were done by Kovalets et al. [30] can be made, e. 
g. the portion of the smallest fraction being between 10 % and 20 % [22, 
16] or on the bottom and top heights of wildfire plumes [44]; however, 
the first guess will be strongly biased and can affect the results 
significantly.

One commonly used regularization, when first guess is not available, 
is Tikhonov regularization. In such a case, x0 is chosen to be zero vector, 
and matrix B has the form λI, where λ needs to be estimated. Based on its 
value, the estimate is a compromise between zero array and direct so-
lution of (3).

2.3. Bayesian inversion and variational bayes

The Bayesian interpretation of the standard inversion of the linear 
problem (5) is based on the correspondence of quadratic forms and the 
negative loglikelihood of a Gaussian distribution. The reconstruction 
error (3) and the prior (4) correspond to probabilistic models 

p(y|x) = N (Mx,R), (6) 

p(x) = N (x0,B). (7) 

Meaning of symbols x0, B, and R is the same as in (5).
The negative loglikelihood is thus (5) which can be inverted using 

the Bayes rule to obtain: 

p(x|y) = N (μ,Σ),
μ = Σ

(
M⊤R− 1y + B− 1x0

)
,

Σ =
(
M⊤R− 1M + B− 1)− 1

.

(8) 

Note that the choice of matrix B is essential for regularization of the 
inversion in Σ and x0 steers the posterior mean.

However, the Bayesian formulation allows us to go beyond standard 
results, e.g. by estimating the covariance matrices B. While the esti-
mation of the full covariance matrix is problematic due to a low number 
of observations, the estimation of a bi-diagonal matrix D such that B− 1 =

D⊤D is possible. Bidiagonal matrix D with fixed elements is commonly 
used in the standard approach to promote the smoothness of the solution 
[15]. Estimating the elements of matrix D is possible using the Varia-
tional Bayes [54]. This approach is closely related to the proposed 
method for two reasons: i) the proposed prior can be seen as a gener-
alization of the unknown correlations of neighboring elements of x0 (as 
will be further explained in Section 3.1), and ii) the Variational Bayes 
methodology is important to achieve reliable estimation of the DIP [5].

The Variational Bayes approach is a method of calculating approxi-
mate posterior distribution. It is based on defining a class of the 
approximate distributions, q(x∣y, θ), parameterized by θ and solving 
minimization problem 

θ∗ = argmin
θ

KL(q(x|y, θ)||p(x|y)) (9) 

= argmin
θ

− Eq[logp(y|x) + logp(x) − logq(x|y, θ)]. (10) 

where θ* is its optimal value, KL is the Kullback-Leibler divergence, and 
its alternative formulation (10) is known as the evidence lower bound 
[3]. While the former formulation is used with the conditional inde-
pendence form of q, e.g. by Tichý et al. [54], the latter is used with 
gradient descent-based optimizations.

3. Inverse modeling using deep image prior

The proposed method is based on two approaches used in image 
processing, namely the deep image prior (DIP) [57] and Variational DIP 
[26]. Their relevance to the studied problem will be now briefly illus-
trated, their use will be explained and, finally, the proposed inversion 
algorithm will be derived.

3.1. Deep image prior

The DIP hypotheses stems from empirical observations in image 
reconstruction from noisy measurements (inverse modeling). Specif-
ically, the quality of the reconstructed image is systematically better 
when the image is represented by a noise vector transformed by a deep 
neural network. The hypothesis states that the structure of the neural 
network (topology, layers, activation functions, etc.) imposes regulari-
zation of the inverse task. A common architecture in these tasks is the 
convolutional U-net [45]. While this hypothesis is supported by empir-
ical studies, e.g., by Shi et al. [47], strict proof is not available. There-
fore, our own intuition will be provided with a simple example.

3.1.1. Toy U-net example
Consider a two-layer U-net, x = Unetθ(z), with linear activation 

functions and only one channel with 2×2 kernels as displayed in Fig. 1. 
The input of the network, z, is a realization of random noise (modified 
with one strong pixel for clarity). Parameters of the convolution kernels, 
θ, are initialized randomly but are estimated from the data. Therefore, 
the free parameters are displayed in color, each color in the convolution 
kernels denoting one parameter – four in total in this case. Each inner 
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layer starts with a downsampling operator and ends with an upsampling 
operator, thus effectively enlarging the image area on which the 
convolution operator acts.

The linear activations were chosen to allow for the analytical trac-
tability of the representation. For a normally distributed input, z ∼ N (0,
I), the toy U-net is a linear operator, say x = Az, hence the distribution of 
the output is p(x) = N (0, A⊤A). The convolution parameters thus 
impose covariance of the pixels of x. The covariance matrix of a column- 
wise vectorization of image x from Fig. 1 is displayed in Fig. 2. The 
colors in the covariance matrix correspond to the colors of the convo-
lution parameters. The resulting multi-diagonal covariance structure is 
thus a generalization of the bi-diagonal structure of matrix D [54]
mentioned in Section 2.3.

Note that the four free parameters of the convolution kernels define 
four degrees of freedom of the prior covariance matrix in this toy 
example. The full Unet used in DIP uses multi-channel convolutions and 
nonlinear activation functions, which further complicates the prior 
dependence of the elements. However, the number of parameters can 
still be much lower than the number of unknowns.

Since the training of the U-net uses only one sample of the input, the 
resulting output of the network is not a distribution but a numerical 
vector. Thus the U-net is essentially only a reparametrization of the 
unknown quantity. A single parameter influences many pixels on the 

output, thus decreasing its sensitivity to potential outliers. However, the 
prior term is not present in the loss function (DIP generally optimizes 
only Jreco). Despite its name, the original DIP is not a proper prior but a 
reparametrization. The regularization is achieved by careful tuning of 
the optimization method [5], which can be fragile. A much more stable 
extension of this approach is based on Variational Bayes approximation.

3.2. Variational DIP

Variational DIP [26] is an application of the DIP in a Bayesian 
framework using the Variational Bayes approximation (9). Specifically, 
the neural network of the U-net type is designed to have the output 
dimension twice the size of the unknown x. The first part of the output is 
interpreted as the mean, μ, and the second part as the standard devia-
tion, σ, of the posterior distribution: 

q(x|y) = N (μ, diag(σ2)) (11) 

[μ, σ] = Unetθ(z), (12) 

where z is a fixed sample of the same dimension as x from uniform or 
standard normal distribution and θ denotes parameters of the U-net.

Evaluation of the lower bound (10) for likelihood (6) and (12) uses 
the parametrization trick [28] to approximate the expected value with 
respect to q(x∣y), leading to the loss function 

Jvdip(μ, σ) = ω
2
(y − Mμ)T

(y − Mμ)+

+
ω
2
(
− 2ϵTdiag(σ)TMTMμ + ϵTdiag(σ)TMTMdiag(σ)ϵ

)
−
∑N

i=1
logσi

(13) 

which was derived for non-informative prior p(x) ∝ 1. An appropriate 
prior for our task will be derived in the next section. The reparametri-
zation trick can be used to approximate an expected value of an arbitrary 
function g(x) with respect to q using a sample ϵ from the standard 
Gaussian distribution as Eq[g(x)] ≈ g(μ + diag(σ)ϵ) where ϵ is resampled 
in each iteration of the gradient descent optimization of (13).

Note that the first term of (13) is scaled Jreco from (3) for x = μ. Since 
posterior mean μ is the final estimate of x, minimizing Jvdip is an alter-
native to minimizing J from (5) with the first guess term replaced by 
additional terms (regularization) arising from the DIP model.

3.3. Proposed inversion algorithm

In this Section, the general Variational DIP approach is specialized to 
estimate the spatio-temporal source term. This requires making specific 

Fig. 1. Illustration of a two-layer U-net. On the top level, the input noise array is convolved with Conv1 kernel. The same input array is divided into a grid of 2 × 2 
pixels, and it is downsampled by averaging each square of the grid. The donwsampled input is convolved with Conv2 kernel and the upsampled by repeating every 
pixel once in both rows and columns. The upsampled result is then summed with the output of the first convolution, together forming the final output of the 
neural network.

Fig. 2. Illustration of covariance structure created by two-layer U-net on 
random noise. The colors correspond to the colors (values) of the convolutional 
kernels Conv1 and Conv2 in Fig. 1.
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choices of the components of the probabilistic model (i.e. likelihood and 
the prior), as well as algorithmic choices of the implied optimization 
problem.

3.3.1. Likelihood model
The likelihood model is conventional as in (6), only the covariance 

matrix R of the data is simplified to ω− 1I, where ω is a fixed precision 
parameter and I is the identity matrix. This means that all measurement 
residues are i.i.d. distributed.

The source term, x, is designed as a 5D tensor, where the first two 
axes correspond to location, the third axis to time, the fourth to height 
above ground level, and the fifth to particle sizes. The exact neural 
network Unetθ utilized in the inversion is U-net with skip connections 
containing three levels of resolution, with downsampling via strided 
convolution with stride of 2 and upsampling performed by bilinear 
interpolation. The input z is an array of the same size as the source term, 
so the number of levels is chosen so that the 3D array of size (longitude- 
steps) × (latitude-steps) × (time-steps) can be downsampled without 
reaching scalar on the lowest level. Instead of 2D convolution used in 
image processing to reconstruct 2D images, 3D convolution is used in 
the convolutional layer, effectively creating short-range dependence 
between neighboring locations and time steps by 3 × 3 convolutional 
filters. Height levels are treated as channels, with their number being 
doubled on lower level of the U-net. This means that the information 
about the emissions at each altitude is distributed among all others. 
Lastly, particle size fractions are treated as samples of a minibatch, so 
the emissions values with respect to fractions are not mixed by the 
convolutions. As a result, the number of parameters of the network is 
lower than the total number of unknown values in the 5D source term.

3.3.2. Prior model
Our method aims to regularize the problem without needing a first 

guess. However, non-informative prior distribution is insufficient to 
restrict the solution in the particle size fractions. Regularization can be 
achieved using a relatively vague prior that the ratio between two 
fractions at the same time and space is within a factor of 100, i.e. higher 
than 0.01 and lower than 100. While this assumption can be formalized 
to explicit p(x) [53], the implied computational cost becomes prohibi-
tive. Therefore, the expected value of the implied logp(x) is approxi-
mated by a masking approach.

Specifically, a vector of masking variables m of the same dimension 
as μ is introduced with entries mi = 0 if the corresponding μi is within the 
prescribed bound and mi = 1 otherwise. The loss function (13) is thus 
modified for the chosen prior as follows: 

where ri denotes the difference between μi and the bounding value.

3.3.3. Proposed optimization strategy
The loss function Jfinal is minimized w.r.t. the parameters θ through μ 

and σ. This is performed by iterative minimization via gradient descent 
with the Adam optimizer [29] and the reparametrization variable ϵ is 
sampled in every iteration. Finally, an estimate of the source term x is 
the posterior mean μ, the output of the optimized network Unetθ(z), 
where z is fixed during the optimization.

The minimized loss function is high-dimensional and non-convex w. 
r.t. to the parameters θ and the initialization of the neural network is 

random (according to [23]), which, together with sampling in the rep-
arametrization trick causes the optimization to arrive at different solu-
tions based on the seed of a random sampler. In order to deal with this 
instability, two additional steps were added to the method: i) pretrain-
ing, and ii) ensembling.

Firstly, the neural network is pretrained to produce a constant array 
for both the mean and standard deviation of the posterior distribution. 
This is achieved by minimizing the logarithm of MSE between the output 
of the U-net and the constant targets. Although this does not ensure 
identical weights throughout the network, the output is the same at the 
start of the inversion process. Secondly, the classical ensembling 
approach [42] was found to overcome the problem with local minima 
well in our case. Specifically, the inversion is performed using K 
different sets of initial values (using K different seeds of the random 
sampler), and the final estimate of the source term is derived by aver-
aging the source terms predicted from these runs.

A relatively low number of ensembles (e.g. K = 15) was found to be 
sufficient to obtain a reproducible result. This is demonstrated in Fig. 3
in terms of the average total estimated released activity for a varying 
number of ensemble members. Note that for independent runs, the 
estimated activity varies significantly and becomes more consistent with 
an increased number of ensemble members. Moreover, this approach 
allows us to quantify uncertainty in the final estimate of the source term.

The proposed algorithm will be called the Unet posterior, and its 
flowchart is displayed in Fig. 4. Implementation of the algorithm and 
used data are available at: https://github.com/utia-Bayes/Unet-Ch 
ernobyl-Wildfires/

4. Case description, data, and atmospheric transport modeling

4.1. Chernobyl fires in April 2020

The state of the art regarding the Chernobyl fires in April 2020 with a 
focus on studies considering the spatial-temporal 137Cs will be now 
reviewed. Estimates using the assumption of point-source emissions and 
the bottom-up approach of Evangeliou and Eckhardt [16] yielded the 
total estimate of 341 GBq released during wildfires until 20 April. The 
top-down approach has been used by Baró et al. [2] for the period 4–13 
April with an estimate of around 600 GBq. The whole period of wildfires 

Fig. 3. Total estimated emission as a function of the number of 
ensemble members.

Jfinal(μ, σ) =
ω
2
(y − Mμ)T

(y − Mμ) + ω
2
(
− 2ϵTdiag(σ)TMTMμ + ϵTdiag(σ)TMTMdiag(σ)ϵ

)
−

−
∑N

i=1
logσi + max

(

1,
∑N

i=1
mi

)− 1
∑N

i=1
(miri)

2
,

(14) 
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has been considered by De Meutter et al. [8] with the result of 650 GBq 
within the uncertainty interval between 220 and 1810 GBq. These 
findings are in agreement with those of Masson et al. [35], who esti-
mated that 137Cs emissions were between 700 and 1200 GBq using the 
same dataset as used in this study.

The methods considering spatial-temporal emissions for this case are 
typically based on careful analysis of satellite data with locations of 
wildfires such as the Fire Information for Resource Management System 
(FIRMS). The spatial information can be subsequently combined with 
the landcover information and with a map of deposited 137Cs caused by 
the Chernobyl accident and the emissions factors for radioactive parti-
cles. The first estimate of 137Cs emissions was done by Protsak et al. [43]
with an estimate of 690 GBq. This analysis was later updated by Talerko 
et al. [49] using a method based on the radionuclide inventory in the fire 
area. They provide a comprehensive spatial-temporal description of the 
spread of the wildfires. The most intense wildfires were observed in two 
periods, 3–13 April and 16–21 April. In the first period, wildfires broke 
out in the western part of the Chernobyl Exclusion Zone (CEZ) and 
spread to the northeast to the border with Belarus. The wildfires also 
broke out near Chernobyl Nuclear Power Plant (NPP) on 8 April and 
passed through the significantly contaminated area of the Red Forest, 
and, on 9 April, the area around the cooling pond of Chernobyl NPP had 
also been affected. Due to rain and the work of firefighters, the wildfires 
almost vanished on the next two days, 14 and 15 April. However, the 
wildfires flared up again on 16 April, also due to the dust storm com-
bined with the strong wind [50]. This led to the spread of wildfires in the 
northern part of the CEZ, east of the Chernobyl NPP over the Pripyat 
river, and also the northwest of the CEZ in the Zhytomyr region. After 21 
April, the intensity of wildfires decreased, although activity peak has 
been reported even after this date by several studies [35,8]. This 
bottom-up information on the locations of the wildfires was used by 
Kovalets et al. [30] as input information for inversion, where atmo-
spheric concentration measurements and outputs of an atmospheric 
transport model were optimized, testing also hypothesis on different 
particle size fractions and emissions altitude, producing a total estimate 
of 469 GBq with uncertainty bounds from 36 to 1623 GBq.

4.2. 137Cs measurements dataset

The most complete dataset of the 137Cs concentration measurements 
of the April 2020 wildfires around Chernobyl [35] is used in this study. 
The complete dataset contains 1095 measurements from the period 
between January and June 2020, of which 858 have the start or end date 
within the period of wildfires, April 2020. The concentrations have 
relatively large interval of values ranging up to 180000 μBqm− 3. All 
measurements over 1000 μBqm− 3 have been obtained inside the 

Chernobyl Exclusion Zone (CEZ), while the maximum outside CEZ is 
approximately 700 μBqm− 3. The measurement locations include 
Ukraine and more than 20 other European countries, ensuring relatively 
good spatial coverage of the computational domain. The complete 
dataset and details can be found in [35].

4.3. Atmospheric transport modeling

To construct the SRSs, the Lagrangian particle dispersion model 
FLEXPART version 10.4 [41] is used in the backward “retroplume” 
mode. The computational particles are tracked backward in time using 
hourly ERA5 [24] assimilated meteorological analyses from the Euro-
pean Center for Medium-Range Weather Forecasts (ECMWF) with 137 
vertical layers and a horizontal resolution of 0.5∘ × 0.5∘. FLEXPART 
takes into account turbulence [6], unresolved mesoscale motions [48], 
and convection [20].

The output resolution was set to 0.5∘ × 0.5∘, and the SRS coefficients 
are extracted for an area spanning between 48.5∘ and 54.0∘ N in latitude 
and between 27.5∘ and 33.0∘ E in longitude. Therefore, the emissions of 
137Cs will be estimated in the area of the size 11 × 11 with resolution 
0.5∘ and with the Chernobyl NPP in the middle of the domain. Three 
different aerodynamic particle diameters are taken into account: 0.4 μm, 
8 μm, and 16 μm, and 7 vertical layers corresponding to the height above 
ground level of 0–100, 100–500, 500–1000, 1000–1500, 1500–2000, 
2000–2500, and 2500–3000 m.

Following the approach outlined by Kovalets et al. [30], the limita-
tions of atmospheric transport modeling in simulating both short- and 
long-distance dispersion are addressed [41]. In particular, the model 
does not fully capture turbulent dispersion at short distances. Near the 
surface, the planetary boundary layer (PBL) is influenced by terrain, 
vegetation, and urban structures, creating complex flow patterns that 
are difficult to model accurately [7]. Additionally, at short distances, 
small errors in the source location, emission rate, or initial particle size 
distribution can lead to significant deviations in model predictions. 
Therefore, only those measurements taken outside the Chernobyl 
exclusion zone, which are all located at a considerable distance from the 
wildfires, are taken into account. After this filtering, the number of 
measurements considered in this study is reduced to 792.

5. Results

The emissions are estimated from 2 to 29 April, which creates a five- 
dimensional source term of size 11 × 11 × 28 × 3× 7 (lat-
itude × longitude × time × size fractions × altitudes). For compar-
ison, results obtained using the Tikhonov regularization with prior guess 
set to zeros, as explained in Section 2.2, are also presented. Since there is 
no ground-truth data of the emissions, the results are compared to a first 
guess used by Kovalets et al. in [30]. The spatio-temporal distribution of 
this first guess is based on satellite data provided by NASA. The asso-
ciated emissions are calculated using the Atlas of radioactive contami-
nation of Ukraine, which was used for evaluation of contamination of 
the territories where wildfires took place, see [49,30]. Kovalets et al. 
[30] assumed the end of the wildfires on 23 April, so the first guess was 
set to zero emissions after this date. Note that the first guess estimate 
was obtained from completely different data than our results and thus 
can be compared only to a certain extent.

5.1. Experimental setting

5.1.1. Tikhonov
The same constraints as in Unet posterior are used; that is, the source 

term contains only non-negative values, and ratios of size fractions are 
between 10− 2 and 102. It was implemented as a block-coordinate 
descent algorithm with each coordinate corresponding to one fraction 
and conjugate gradients were used to solve the constrained subproblem 
for each fraction in each step. The right trade-off between the 

Fig. 4. Flowchart of the method Unet posterior.
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regularization and reconstruction error can be found by plotting the 
norm of the solution against the norm of the reconstruction error for a 
set of values of λ. Such a curve is called the L-curve and the point with 
the highest curvature gives the optimal λ value [21]. The best λ 
parameter for this problem was chosen according to L-curve in Fig. 5 to 
be 0.3.

5.1.2. Unet posterior
Since the input to the neural network is random and the parameters 

of the networks are randomly initialized, averaged result from K = 15 
runs of the algorithm with different seeds is reported. The code was 
implemented in Julia and executed on NVIDIA GeForce RTX 2080 Ti. 
Note that no other training dataset was used to estimate the source term 
and all measurements are used in every step of the inversion. The 
parameter ω was set to 10− 2. The total amount of parameters in the U- 
net is 6314, which, compared to the unknown source term, is 10× lower 
number of unknowns.

5.2. Correspondence between reconstructions and the data

Fig. 6 shows that both Tikhonov regularization and Unet posterior fit 

the data well. The highest measurements that are closest to the Cher-
nobyl NNP are fitted the best and deviations appear further away from 
this area.

Table 1 shows a quantitative comparison of the algorithms. From the 
Pearson correlation coefficient r, it can be seen that both models reflect 
the data very well. Tikhonov regularization reaches a slightly better 
result than Unet posterior, which has lower freedom in estimation due to 
a ten times lower number of parameters. Nevertheless, compared to 
results reported by Evangeliou and Eckhardt [16] and Kovalets et al. 
[30], the two methods perform similarly and achieve a better fit with the 
data than previous methods.

5.3. Spatial estimate

While the solutions returned by both Unet posterior and Tikhonov 
correspond well to the data, this does not necessarily mean that their 
estimates are equally accurate. The ill-posedness of the inversion may 
allow for very different solutions depending on their priors, making a 
good fit with the data only a necessary condition. Therefore, the spatial- 
temporal estimates of the source term will be compared with the first 
guess created by Kovalets, which is based on different data.

Fig. 7 shows the estimated activity in time and space together with 
the Kovalets first guess. Both Unet posterior and Tikhonov achieved 
solution that has a similar time profile as the first guess. Both methods 
struggle to estimate emission peaks between 3 and 7 April which may be 
caused by a large number of measurements contributing to the emis-
sions. The number of related non-zero SRS coefficients is higher in this 
time period than in the rest of the month, making the choice of the 
correct spatial location of the emissions more difficult. Between 8 and 20 
April, both estimates are closer to the Kovalets first guess in time and the 
peaks are also located similarly. Nevertheless, looking at 10 April, both 
methods deviate significantly from the almost point emission first guess 
by Kovalets. Moreover, from 16 to 19 April, some emissions are esti-
mated southwest of the Chernobyl NPP, which is not in the first guess. 
On the other hand, on 16 April, the emissions spread more to the west 
(compared to the beginning of April) due to the dust storm, and Unet 
posterior shows this behavior as well. Both models estimated lower 
emissions at the end of the month compared to earlier days, aligning 
with Kovalets first guess. However, a deviation from the first guess 
emerges on April 20, peaking on April 22, which is estimated by both 
Unet posterior and Tikhonov. These emissions largely contribute to a 
high measurement of 290 μBqm− 3 measured between 20 and 23 April by 
a station in Ukraine. Therefore, if the high emissions in this area are 
incorrect, it is likely caused by an inaccuracy in an atmospheric model. 
The following two paragraphs will discuss more closely deviations 
specific to each of the two methods.

Unet posterior differs from the Kovalets first guess primarily due to a 
greater dispersion of the emissions, which may be caused by the spatial 
convolutions used in U-net. Apart from that, significant emissions are 
estimated in two distinct regions that were not predicted by the first 
guess. In order to get a better understanding of these, Fig. 8 shows what 
emissions were averaged in the ensemble of Unet posterior on 10 and 17 
April. On 10 April, strong emissions are estimated not only in the 

Fig. 5. L-curve of solutions with Tikhonov regularization for a set of different λ 
values. The red star denotes the chosen value. The color bar shows the total 
estimated emissions for the corresponding λ value.

Fig. 6. Scatterplot of data and predicted values. The color denotes the distance 
from Chernobyl NPP.

Table 1 
Comparison of the total estimated release. LB and UB stand for lower bound and 
upper bound on total emissions, r stands for Pearson correlation coefficient. LB, 
Total, and UB are in GBq.

LB Total UB r

Unet posterior 189 225 377 0.974
Tikhonov - 90 - 0.979
[16] - 341 - 0.58
[43] - 690 - -
[49] - 574 - -
[35] 700 950 1200 -
[30] 36 469 1623 0.85
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Chernobyl area but also around longitude of 29.75∘ E and latitude of 
49.75∘ N. As the figure shows, the estimate in this area is higher than 
around Chernobyl due to three runs of the fifteen that were averaged to 
get the estimate, so while the emissions are estimated high in this 
location, there is higher uncertainty than in the area around Chernobyl. 
Furthermore, this part of 137Cs was estimated to be emitted at higher 

levels than the one around Chernobyl (in Fig. 11 can be seen that the 
portion of particles in height of 2500–3000 m is higher). The source- 
receptor sensitivity is lower in higher altitudes, which allows for 
higher values of emissions and higher uncertainty. Another significant 
difference appears around 17 April in an area around a longitude of 
29.75∘ E and a latitude of 49.75∘ N, where, again, the higher emissions 

Fig. 7. Comparison of estimation of spatial-temporal emissions by Unet posterior, Tikhonov regularization and first guess used by Kovalets et al. [30] for the studied 
region: area around Chernobyl, Ukraine. Each map shows emissions on one day, summed over particle sizes and altitudes. Estimates on 2 and 27–29 April are 
cropped, they do not contain any significant emissions.
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are caused mainly by two runs of the fifteen. On the other hand, most 
runs estimate activity stronger than around Chernobyl. In this case, the 
high emissions on 16 April are mostly estimated in heights lower than 
2000 m and move higher on 17 and 18 April, as Fig. 11 shows.

The specific deviations of the Tikhonov estimate are mostly spatial 
artifacts. Particularly, the whole upper left corner of the considered area 
exhibits unexpected activity on 5 April. From 11 to 13 April, there is a 
blurring of the central emissions with a different direction every day, 
followed by a cloud of emissions with the strongest activity in the upper 
left corner of the map on 14 and 15 April. Since the area of estimation 
was specifically chosen so that the whole area of the Chernobyl wildfires 
is contained inside, the activity certainly should not be peaking in a 
corner pixel. From 16 to 19 April, there is another cloud, this time closer 
to the lower right corner, which is clearly separated from the main 
emissions around CEZ.

Overall, the spatial estimate provided by Unet posterior is more 
compact than the one estimated with Tikhonov regularization. There are 
fewer deviations from Kovalets first guess, and it also offers a way to 
assess the uncertainty of the estimate through variation of the ensemble. 
Nevertheless, the deviations also appear in the same area when Tikho-
nov regularization is used, which suggests that there may be an inac-
curacy in the atmospheric model.

5.4. Total emissions

The total emissions estimated by Unet posterior is 225 GBq. Table 1
also reports the lower and upper bound on the estimate, which were 
chosen as the minimum and maximum total emission of the individual 
runs of the ensemble.

Fig. 9 depicts the time profiles and shows that the Unet posterior 
estimate follows the same time pattern as the Kovalets first guess. Since 
the first guess of Kovalets et al. [30] is based on different data, it is hard 
to decide which estimate of total emissions is closer to reality. The es-
timate of Kovalets et al. [30] obtained after performing inversion with 
137Cs dataset by Masson et al. [35] is reported in Table 1 and it can be 
seen that the estimate of Unet posterior fits in their confidence interval. 
Higher activity estimated in time periods where there should be no fires 
according to Kovalets first guess could be attributed to convolution Unet 
posterior uses in the time axis. The learned convolution kernel cannot 
capture both smoothness in times of high activity and sharp changes in 
emissions on 3–4, 13–14, 15–16, and 23–24 April.

The Tikhonov estimate follows the same profile, too, but its total 
emissions are even lower. This is caused by the regularization term, 
which pushes the estimate towards zero and, as the L-curve shows 
(Fig. 5), the total emissions depend strongly on the λ value.

Fig. 10 compares emissions in individual elements of the source 
term, showing that while the Unet posterior achieves higher values, it 
also estimates a higher portion of the elements to be closer to zero than 
Tikhonov with optimal λ value (λ=0.3). On the other hand, choosing λ so 
that the total emissions are approximately the same to the one predicted 
by U-net posterior (λ=0.001, total emissions=257 GBq), pushes the 
maximum value to be roughly the same as the one for U-net posterior. 
Nevertheless, the distribution of values shows that there would be 
approximately the same amount of elements with activity from 104 to 
108 GBq, which would blur spatial estimate and even more strengthen 
the artifacts that can be seen in Fig. 7. This clearly illustrates that the 
Unet posterior provides some prior information useful for recovering 
which areas contain some emissions and which do not and helps to find 
compact and meaningful spatial emissions.

5.5. Particle sizes and vertical layers

Fig. 11 illustrates the emissions in each height level w.r.t. each 
particle size. The emissions of the three fractions estimated by the Unet 

Fig. 8. Uncertainty in the estimate of the emissions for day 10 and day 17. The 
maps on the left side of the figure show estimate of emissions obtained by Unet 
posterior - that is by averaging the results of 15 runs of the algorithm. The 
barplot on the right side shows emissions estimated by each run of the algo-
rithm for locations highlighted by the blue rectangle in the maps (longitude 
29.75∘, resp. 30.75∘ E and all latitudes considered in the source term). Each bar 
location corresponds to one latitude and the overlapping bars show emissions 
achieved by each run.

Fig. 9. Total emissions per day. Fig. 10. Histogram of values in the 5D source term estimate.
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posterior have very similar time profile as well as their ratios in all 
height levels. In total, 41 % of the total emissions are made up by the 
smallest particles with diameter 0.4 μm, 25 % by particles of diameter 
8 μm, and 34 % by particles with diameter 16 μm. The emissions in 
vertical layers in the corresponding order from 0 to 100 m to 2500–3000 
m make up 15 %, 16 %, 16 %, 14 %, 14 %, 12 %, and 13 % of the total 
emissions, while, as previously noted, the emissions at higher levels 
have higher uncertainty.

The Tikhonov estimated amounts of 53 % to particles of diameter 
0.4 μm, 23 % to 8 μm, and 24 % to 16 μm. The distribution among 
vertical layers is 21 %, 19 %, 16 %, 14 %, 12 %, 12 %, and 6 % going 
from 0 to 100 m to 2500–3000 m.

Both models assume that the highest amount of 137Cs is carried by 
the smallest particles and that, overall, the amount decreases with 
growing height above ground level.

6. Conclusion

This paper introduced a novel inversion method called Unet poste-
rior for spatial-temporal source term estimation using a deep learning 
concept known as the deep image prior. The use of convolutional neural 
network allowed us to represent the source as a 5D tensor containing not 
only spatial location and time, but also particle size and height above 
ground level. Combining this approach with the variational Bayes 
methodology leads to a method that does not require the first guess to 
find a compact and reasonable estimate of location of sources in a chosen 
area. It was applied to the problem of spatial-temporal emissions of 137Cs 
from the Chernobyl wildfires in 2020. Compared to common Tikhonov 
regularization, it provides a cleaner estimate of the source without 
compromising the estimation of the total emissions (Unet posterior 
estimated 225 GBq of 137Cs). Both methods located the main emissions 
quite well according to the first guess used by [30], and deviations 
appeared in similar areas, which may suggest inaccuracies in the 

atmospheric model.

Environmental Implications

The source term estimation of atmospheric release is crucial for 
further analysis and appropriate countermeasures. A demanding situa-
tion is considered, where the material is emitted from potentially many 
places from the domain. This is the case of wildfires in a radiation- 
contaminated area as happened in 2020 in Chernobyl area. A 
completely new prior, which is based on deep neural networks reducing 
the number of unknowns, is proposed for this task. This prior does not 
require the first guess and provides more accurate estimates than 
existing methods. This novel approach can be applied to estimation of 
other spatial-temporal sources of hazardous materials.
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